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Preface

This volume of Lecture Notes in Mechanical Engineering gathers selected papers pre-
sented at the 8th International Scientific-Technical Conference MANUFACTURING
2024, held in Poznan, Poland, on May 14-16, 2024. The conference was organized by
the Faculty of Mechanical Engineering, Poznan University of Technology, Poland.

The aim of the conference was to present the latest achievements in the wide field
of mechanical engineering and to provide an opportunity to discuss and exchange views
and opinions in the area of automation strategies, digitalization, and improvement of
process efficiency, with particular emphasis on sustainable practices. The conference
covered the following topics:

mechanical engineering,
production engineering,

quality engineering,

measurement and control systems,
biomedical engineering.

The organizers received 197 contributions from 34 countries around the world. After
a thorough peer-review process (double-blind review), the committee accepted 107
papers for conference proceedings prepared by 310 authors from 29 countries (accep-
tance rate 54%). At least three independent reviewers reviewed each paper. Reviewers
needed to evaluate each paper by answering, among others, the questions about the
originality of the paper, the significance of presented results, comprehensibility, and
presentation of chapters and relevance for this conference. The reviewers came from 19
countries in Europe, North America, South Asia, and North Africa. Each article was
checked using iThenticate and achieved a similarity index of less than 12%.

The book Advances in Manufacturing IV is organized into five volumes that
correspond to the main conference disciplines mentioned above.

Advances in Manufacturing IV — Volume 2 - Production Engineering: Digi-
talization, Sustainability and Industry Applications gathers papers on cutting-edge
research and technologies aimed at increasing the efficiency of production processes
and supporting the implementation of Industry 4.0 and Industry 5.0 solutions in pro-
duction. It reports on research on and applications of artificial intelligence and digital
technologies to improve the production process and highlights cutting-edge solutions
for green and sustainable production. Chapters are devoted to digital transformation and
innovation and to the optimization of production processes. Written by scientists and
practitioners around the world, this book is intended to promote the exchange of views
and experiences and contribute to the dissemination and effective application. It includes
30 chapters, prepared by 94 authors from 12 countries.

We would like to thank the members of the International Program Committee for
their hard work during the review process. We acknowledge all people who contributed
to the staging of MANUFACTURING 2024: authors, committees, and sponsors. Their
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involvement and hard work were crucial to the success of the MANUFACTURING 2024
conference.

May 2024 Justyna Trojanowska
Agnieszka Kujawinska

Ivan Pavlenko

Jozef Husér
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Abstract. A rapidly developing technology, digital twins have the potential to
completely change how products are designed and developed. Digital twins enable
the simulation of the performance of various design concepts, the identification
of potential issues with a design, and the optimization of the design for certain
performance needs. However, in terms of digital twins and their utilization in
product development, there are some gaps in the existing literature. There is also
a lack of a standardized digital twin framework. There is currently no structure
for creating and utilizing digital twins that is universally approved. Because of
this, it is challenging for many organizations to share and work together on dig-
ital twin initiatives. Another aspect to consider is the huge investment of putting
digital twin technology into practice. Implementing digital twin technology can
be costly, particularly for large and complicated products. This may prevent small
and medium-sized firms from adopting the technology. Real-time data integration
is also lacking. For digital twins to be accurate, the physical product must pro-
vide real-time data. Getting real-time data from sensors and other devices might,
however, be challenging to include into the digital twin. This paper examines the
bibliographic research gaps concerning the use of digital twins specifically for
new product design and development. The report also addresses some solutions
and how the limitations might affect the development of digital twin technologies
in the future.

Keywords: Digital Twin - Product lifecycle management PLM - Research gaps -
Real-time monitoring

1 Introduction

The emergence of digital twin technology has revolutionized product development and
system optimization processes. As an effective way to realize information fusion and
intelligent interaction between the physical world and the information world in produc-
tion line, digital twin has recently attracted high attention from scholars in related fields at
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home and abroad [1]. The concept, first proposed in 2002 by Professor Michael Grieves
of the University of Michigan. He described it as a model that represents information in a
virtual and digital form, which is equal to physical products. He characterized this model
as consisting of three essential components: the physical environment, virtual space and
an interference that connects the two spaces. Over the years, however, digital twin (DT)
technology has seen immense growth. They are generally digital simulations of physical
products or systems that can be utilized to simulate their functionality. By enabling engi-
neers to conduct testing and make modifications to designs in a virtual environment prior
to producing physical prototypes, virtual environments have the potential to fundamen-
tally transform the process of product creation. While digital twins have proven effective
in assisting re-design and product improvement [2], their application for generating new
design ideas remains underexplored. While digital twin may not be the primary tool for
generating new design ideas, they can be highly valuable during the ideation process by
providing insights into the performance and behavior of existing products or systems
thus providing with more options than the traditional design methods [3]. While this
reduces the difficulty in exploring a wide range of design possibilities, there exist a few
questions that should be answered. First, the accuracy and reliability of a digital twin is
limited due to its reliance on a single data source i.e., sensor data; and secondly, there
may be instances where its implementations may not meet all user expectations or fail
to deliver desired insights due to variables such as limited data availability, data quality
issues or challenges in integrating and analyzing complex real-time data [4]. The data-
driven analysis and simulation capabilities of digital twin can inform the design process
by identifying potential areas for improvement, optimizing designs, and ensuring that
new ideas align with desired performance objectives. The use of digital twins to gather
data from many sources and leverage it to optimize outcomes over the whole product
life cycle (spanning from the design to production, maintenance, and support) is sig-
nificantly impacting organizations. Several researchers such as [5] discussed a product
DT approach that uses a skin-model structure to bridge the gap between the design and
manufacturing stages while [3] outlined the technological advancements that may actu-
alize this notion in the commercial domain including all stages of a product’s lifecycle.
Bottjer [4] subsequently verified that the collaboration between DT and PLM has the
capacity to integrate products and production procedures, providing us with ongoing
feedback on the product’s performance. It is evident therefore that research efforts are
focused on enhancing DT structures, creating novel applications, and investigating the
significance of DT in many industrial sectors.

This paper thus reviews the bibliographic research gaps in the area of using digital
twin for designing and developing a product. The remaining portion of the article is
organized as follow: Sect. 1 introduces the research domain, while Sect. 2 discusses the
research problem and approach of the study followed by discussions on digital twins and
its role in product design and development, while Sect. 3 discussed the research gaps
identification results, Sect. 4 addresses the gaps with a view of providing solutions to
each of the identified gaps while Sect. 5 finalized the paper.
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2 Research Problem

The objective of this study is to identify and explore the research gaps in the utilization
of digital twins for new product design and development.

e Identify the key research gaps related to the integration of diverse data sources into
the digital twin model for new product design and development.

e Examine the challenges and opportunities associated with ensuring model accuracy
and validation in the context of digital twins.

e Investigate the research gaps pertaining to optimization and decision support tech-
niques that can leverage the capabilities of digital twins in improving product design
parameters and decision-making processes.

e Discuss the research gaps related to collaborative design and development facilitated
by digital twin technology and explore potential solutions for enhancing collaboration
among cross-functional teams.

By addressing these objectives, this study aims to contribute to the existing body of
knowledge on digital twins in the context of new product design and development. The
conclusions and insights from this study can help direct future research projects, educate
practitioners, and offer insightful advice for effectively utilizing digital twin technology
to accelerate the design and development of new products. The ultimate goal of the
review is to provide academics and industry experts with the tools needed in the quest
to fully realize the promise of digital twins and have a stronger impact on the product
development process.

2.1 Methodology

The methodology intends to provide a rigorous and organized approach to ensuring the
validity and reliability of the research findings by analyzing and synthesizing existing
literature to identify and investigate research gaps related to the use of digital twins in new
product design and development. The novel aspect of this research is the identification
and comprehensive analysis of the gaps in literature in the domain of using digital twin for
new product design and development. The review focuses on Scopus-referenced research
publications based on the level of application of product design and development using
DT technology and did not consider the application areas such as industrial applications.
Below, there are presented the adopted steps for this research work;

Literature Review: A thorough review of existing literature on the utilization of digital
twins in new product design and development will be conducted. This will involve
searching academic databases, research repositories, and relevant industry publications
to identify relevant articles, papers, and reports that address the research topic.

Gap Identification: The identified literature will be analyzed to identify the research
gaps in the utilization of digital twins for new product design and development. This
will involve an organized review of the literature to identify recurring themes, problems,
and areas that require further research.
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Gap Analysis: The identified research gaps will be further analyzed to understand their
significance and impact on the field. This analysis will involve comparing and contrasting
different viewpoints, identifying key challenges and opportunities, and assessing the
potential implications of these research gaps on the design and development process of
new products.

Discussion: The findings from the literature review and gap analysis will be synthesized
and organized into coherent themes and subtopics. In-depth discussions of these topics
will be held in order to shed light on the particular difficulties and chances mentioned
in the earlier steps. Theoretical stances, practical implications, and viable remedies for
filling in the research gaps will all be discussed.

Future Directions and Recommendations: Based on the analysis and discussion,
future research directions and recommendations will be provided. These recommen-
dations will guide researchers and practitioners in further exploration of the identified
research gaps and outline strategies for effectively leveraging digital twins in designing
and developing a new product.

2.2 Digital Twins in Product Design and Development

Digital twin concept has gained significant attention in recent years due to its poten-
tial applications in various domains. The definition of the term “Digital Twin” differs
between the academia and the industry. Dr. Michael Grieves of the University of Michi-
gan initially introduced the notion of digital twin (DT) in the first executive product
lifecycle management (PLM) courses in early 2002 as shown in Fig. 1 and called it
Mirroring Spaces Model (MSM) in 2005 [6], and Information Mirroring Model in 2006
[7] calling it “Conceptual Ideal for Product Lifecycle Management (PLM)” [8] and
illustrating the relationship between real space and virtual space as shown in Fig. 1.

Data

Information

Process

Fig. 1. Conceptual product lifecycle management (PLM) schematic in 2001. Adapted from [8]
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There have been several other attempts to explain the concept of digital twins. For
instance, the works presented in [9] and [10] called it digital avatars with the objective
of providing an information management framework that facilitates a two-way flow of
information, with a focus on the product-centric viewpoint. The works developed at
[11, 12] and [13] also referred to the term digital avatar in their papers, [14] referred
to it as digital masters, digital shadows [15], and digital double [16] are some of the
concepts and names used to describe digital twin (DT) in the past. The term was widely
recognized and used to refer to the technology that replicates and connects actual objects
and digital models before NASA officially approved the term “Digital Twin” in 2010.
Glaessgen and Stargel in 2012 defined the concept as a comprehensive simulation of a
complicated product or system, including several physical factors, scales, and probabili-
ties. This simulation utilizes the most accurate physical models, sensor data updates and
historical performance information to accurately replicate the lifespan of its correspond-
ing physical counterpart. [17, 18] described digital twin as a virtual representation of a
physical asset that is almost identical to its physical counterpart, including the asset’s
design, technical details, dimensions, materials, components and behavior or perfor-
mance. However, clearer descriptions termed digital twin as a virtual representation or
model that interacts with its physical counterpart in real-time, providing a synchronized
and dynamic view of the physical system [19]. It serves as an intermediary between the
physical and digital worlds, enabling instantaneous monitoring, analysis, and enhance-
ment of the physical system [20]. In other research papers, for instance, [21] conducted
a literature review to identify the application contexts, life cycle phases, functionalities,
architectures, and components of existing digital twins. They highlighted the different
application domains and technologies associated with digital twins, emphasizing their
role in the Factory of the Future, cyber-physical systems, and Industry 4.0 technologies.
Emphasis was also on the importance of data and models in the digital twin concept. The
data layer of the digital twin includes different types of data, such as sensor data, his-
torical data, and contextual data, which are processed and analyzed to generate insights
and support decision-making. [2] described digital twins as virtual representations of
physical assets, systems, or processes, stating that digital twins combine and portray the
attributes of a physical thing or system virtually. Regardless of all definitions, there has
clearly been a huge interest in the subject. Digital twin technology has become a key
technology in mechanical engineering, offering a virtual depiction of a physical system.

Throughout the years, digital twin technology has significantly advanced in terms of
capabilities and functionality. Initially, digital twins were static models that were primar-
ily used for simulation and analysis during the design phase of a product [11]. However,
with the advent of Internet of Things (IoT) and advanced data analytics, digital twins
have become dynamic and real-time models that continuously capture and integrate data
from sensors embedded in physical products. [22] developed a generic procedure for the
conception and execution of a Digital Twin in an industrial case study. Product-based
enterprises and customers may get several advantages from DTs, they may assist in
optimizing design, minimizing costs and time to market, and expediting the organiza-
tion’s reaction to changing client demands. Additionally, they may play a crucial role
in facilitating new sources of income such as remote maintenance and support services,
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as well as business models based on providing services. The DT is a significant appli-
cation of digitalization, intelligence, and service. It overcomes limitations such as time,
space, cost, and security on physical entities. It expands and improves the functions
of physical entities, thereby increasing their value in practical applications. This phe-
nomenon has received much scrutiny in both academic and industrial settings [23]. The
concept of digital twin was first developed as a tool for the purposes of manufacturing
and product lifecycle management (PLM), consequently, the first study subjects mostly
concentrated on themes related to manufacturing. Nevertheless, the concept of DT has
rapidly expanded its reach to several sectors such as manufacturing, information & com-
munication technology (ICT), building and smart city, aerospace, automotive, energy,
medical and healthcare, education, and others [20]. The field of research is broadening
its scope to include several phases of the product lifecycle, with a specific focus on
production planning and monitoring, resource management, machine or tools progno-
sis, predictive maintenance and product design and development [2]. In [24] it is stated
that the digital twin concept involves the creation of virtual models that simulate the
behavior and state of the physical entities. These models include not only geometric
representations but also material properties, mechanical analysis, and health monitoring
[25]. Authors of [26] described it as a real mapping of all components in the product life
cycle using physical data, virtual data and interacting data between them. Extensively
applied for fault diagnosis, predictive maintenance, and performance analysis, however,
there has been limited exploration of their applicability in product design. Specifically,
little attention has been given to understanding how the communication, synergy, and
coevolution between a physical product and its digital twin can contribute to a more
informed, expedited, and innovative design process [27]. The study conducted by [28]
emphasized the significance of DT in expediting product development, discerning cus-
tomers’ requirements, enhancing performance, and facilitating remote commissioning
and diagnostics. They emphasized the potential of digital twins in improving the effi-
ciency and effectiveness of various stages of the product life cycle. With advancements
in technologies such as artificial intelligence (AI), machine learning, and augmented
reality (AR), digital twins are poised to become even more powerful tools for product
design and development. Al algorithms can leverage the data captured by digital twins to
identify patterns and optimize various aspects of product design, production, and perfor-
mance. AR can provide designers and engineers with immersive experiences, allowing
them to interact and collaborate with digital twins in a more intuitive and efficient man-
ner. As shown in Fig. 2, the research presented at [3] examined the many digital twin
applications throughout several stages of the lifecycle and identified three applications in
design phase, seven applications in manufacturing phase and five applications in service
phase.
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Designphase ~ Manufacturing phase Service phase  Retire phase
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Fig. 2. Industrial implementation of digital twins throughout many stages of the product lifecycle.
Adapted from [3]

2.3 Role of Digital Twins in Product Design and Development

The role of DT in manufacturing has been associated with various applications, mainly
production, maintenance and quality management [29]. For production scheme, services
are mainly related to dynamic scheduling and monitoring [30, 31], while the mainte-
nance are closely related to fault prediction [32] and predictive maintenance [33]. Quality
management services are related to monitoring process quality through the use of produc-
tion process models [34, 35]. Clearly DT technology has evolved and found widespread
applications across various industries, including product design and development. In the
context of product design and development, digital twins have emerged as powerful tools
that enable designers, engineers, and manufacturers to create virtual representations of
physical products, providing insights and opportunities for innovation and optimization.

Product design is the primary phase of the lifecycle of a product that has an imme-
diate impact on the following phases, such as production, distribution, usage, and the
end of life [36, 37]. Consequently, the utilization of digital twins during the conceptual-
ization phase yields advantages for both the process of design (such as aiding in design
decision-making, enhancing design effectiveness, forecasting product characteristics,
etc.) and future occurrences (such as manufacturing planning, product health monitor-
ing, recycling management, etc.). As seen in Fig. 3, some works, such as [2] and [38]
also noted that insufficient focus was given to the utilization of digital twin in the prod-
uct design phase. If a product’s digital twin model could be established from the design
stage, it would allow for the integration of various design data, marketing, user experi-
ence data, and more into the product’s digital model. This integration would ultimately
lead to improved service during the production and post-product stages. However, due to
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the high development cost of it, more research cases have been focused on the optimiza-
tion of high-value products with the view to improving the productivity, performance,
and cost, while digital-twin for low-cost products are not popular. In [39] it is pre-
sented a novel methodology for implementing DT in the apparel industry, highlighting
its effectiveness in addressing a unique industry challenge.

Disposy| :
Prodyct Disposg|
Design Product
Design

Physical Digital

Product 3 L2 Product
U n .
“ Life-cycle w Life-cycle
M :
anufactunng Manufattunng
R\

Delivery
Delivery

Fig. 3. Product Lifecycle DT model. Adapted from [2]

The role of digital twins in product design and development is multi-faceted and
encompasses various key aspects. A brief overview of the significant roles digital twins
plays throughout the process of designing and developing a product are hereby presented:

Conceptualization and Design: Digital twins enable designers to create virtual rep-
resentations of products early in the design phase [40]. These virtual prototypes allow
designers to visualize and explore different design iterations, test product functionalities,
and evaluate performance characteristics. By interacting with the digital twins, designers
gain crucial insights that facilitate informed decision-making throughout the conception
and design phases.

Simulation and Evaluation: Digital twins provide a platform for simulation and anal-
ysis, enabling designers and engineers to evaluate the effectiveness and behavior of the
product under different conditions [41]. By simulating various scenarios and conducting
virtual tests, digital twins help identify potential design flaws, optimize performance,
and mitigate risks before physical prototypes are produced. This capability significantly
reduces development cycles and costs associated with physical testing [27].

Iterative Design Optimization: Through real-time monitoring and evaluation, digital
twins enable iterative design optimization. They continuously capture and integrate data
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from embedded sensors, providing valuable insights into product performance and usage
patterns [42].

Collaboration and Communication: Digital twins provide a collaborative platform
for cross-functional teams involved in the design and development process. In a virtual
setting, designers, engineers, producers, and other stakeholders can communicate and
share information, promoting effective teamwork [32]. This prevents misunderstandings
and enhances overall project coordination by ensuring that everyone has access to the
most recent product information.

Real-time Monitoring and Predictive Maintenance: Once a product is deployed,
digital twins continue to play a pivotal role in continuously evaluating product perfor-
mance and doing predictive maintenance. By analyzing real-time data from sensors,
digital twins can detect anomalies, predict potential failures, and recommend preventive
actions. This proactive approach to maintenance reduces downtime, improves product
reliability, and enhances customer satisfaction.

Lifecycle Management: Digital twins also assist in product lifecycle management by
providing a centralized repository of product data, documentation, and historical records.
[26, 38] studied the role of DT in efficient tracking and management of product changes,
updates, and versions, ensuring seamless integration and collaboration across various
stages of the product lifecycle.

3 Research Gap Identification Results

Identifying research gaps in the application of digital twins for product design is critical
for stimulating creativity, optimizing design processes, and improving product develop-
ment outcomes. We acquire a better grasp of the issues and constraints associated with
integrating digital twins in product design by identifying the gaps. This helps in efforts
on developing new approaches, algorithms, and tools to overcome these obstacles and
bridge the current gaps, hence, propelling digital twin-based product design forward
and ensures its effectiveness in real-world applications. Furthermore, it enables contin-
uous improvement and encourages collaborations among practitioners, researchers and
industry professionals thereby accelerating advances in the use of DT for product design
while also creating a thriving ecosystem of information sharing and innovation.

3.1 Gap 1: Integration of Diverse Data Sources

A notable study deficiency in the use of digital twins for new product design and develop-
ment is the integration of various data sources. In today’s digital era, organizations have
access to vast amounts of data from various sources, including sensors, social media,
customer feedback, and supply chain systems [43]. Integrating and harmonizing this
diverse data within the digital twin model is crucial to ensure an accurate representation
of the physical product and enable effective decision-making. One of the obstacles in
the process of combining diverse data sources is the absence of standardized methods
for exchanging data and the presence of compatibility problems. Each data source may
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have different data formats, structures, and semantics, making it complex to seamlessly
integrate the data into the digital twin model [3]. This can lead to incomplete or inconsis-
tent representation, hindering the usefulness and reliability of the digital twin. Moreover,
data sources may have varying levels of data quality and reliability. Ensuring the accu-
racy, consistency, and integrity of the data when integrating diverse sources is critical
to prevent erroneous conclusions or misleading insights from the digital twin model.
Dealing with the volume, variety and speed of incoming data is another difficulty [4].
The handling and processing of huge volumes of data in a timely manner is crucial in
the context of new product design and development, where real-time or near-real-time
insights are frequently required. Efficient data management techniques are needed to
handle the data influx and ensure the digital twin remains up to date and provides real-
time insights [44]. Researchers such as [45] relied on the HDFS file format while [46]
utilized the XML description for data management.

3.2 Gap 2: Model Accuracy and Validation

Generally, models should reflect the physical entity such as manufacturing processes or
machine tool accurately however, DT model are hitherto simplified models of the actual
physical entity hence the extent to which separate components and processes are captured
may be restricted. This limitation in turn leads to a less accurate and comprehensive DT
model, [4] reinstated the importance of carefully considering the scope of developing a
DT and it is crucial to comprehend the constraints and uncertainties of it. This model
accuracy and validation of DT models thus poses another research gap in the utilization
of digital twins for new product design and development. The reliability of the digital
twin heavily depends on the fidelity of the model and its ability to accurately represent the
complex dynamics of the physical product [47]. One of the challenges in ensuring model
accuracy is the complexity and heterogeneity of physical systems. Products in various
industries can involve intricate interactions between multiple components, subsystems,
and processes [48]. Capturing and modeling this complexity accurately within the digital
twin is a complex task that requires advanced modeling techniques and domain expertise.
Another challenge is the validation of digital twin models. Validating the precision and
dependability of the digital twin in comparison to its physical counterpart is essential in
establishing trust and confidence in the digital twin technology. However, the process
of validating the digital twin might pose difficulties as a result of the absence of direct
physical system access or constraints in accurately replicating real-world circumstances
in the virtual environment [27].

3.3 Gap 3: Optimization and Decision Support

Another significant research gap in the utilization of digital twins for new product design
and development is the optimization of design parameters and decision-making processes
within the digital twin framework. While digital twins provide significant and informa-
tive perspectives on the performance and behavior of the product, [49] stated that there is
a need to develop effective techniques and algorithms that can leverage insights to opti-
mize design parameters and support decision-making. Optimization involves finding the
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best set of design variables or parameters that maximize desired objectives, such as prod-
uct performance, cost, or efficiency, while meeting constraints. Currently, there is limited
research on the integration of optimization techniques and decision support tools within
the digital twin framework for new product design and development [3]. Most existing
research focuses on data acquisition, modeling, and analysis, rather than utilizing the
insights gained from the digital twin to enhance the design and decision-making process.
Some research studies have started examining the integration of optimization and deci-
sion support within the digital twin framework. For instance, a study by [50] proposed
an optimization-based framework that integrates the digital twin with multi-objective
optimization algorithms to optimize manufacturing processes. The study showcased the
potential of utilizing digital twins for optimization and decision support in manufactur-
ing systems. Furthermore, research by [51] explored the use of reinforcement learning
algorithms to optimize design parameters in the digital twin framework for autonomous
guided vehicles.

4 Discussion

Addressing research gaps is critical because it contributes to knowledge expansion,
intellectual curiosity, practical applications, and laying a solid foundation for future
research endeavors. It is in the hope of the researchers that providing these significant
and relevant contributions will help drive advancement in the use of DT for designing
and developing a product. Solutions to the identified research gaps are presented in this
section of the work.

4.1 Integration of Diverse Data Sources: Architecture and Integration
Techniques

The integration of diverse data sources is a significant research gap in the utilization
of digital twins for designing and developing new products. In order to enable the effi-
cient and smooth integration of data from diverse sources, it is required to build strong
architecture and integration methodologies. The creation of adaptable data models and
frameworks that can handle many data types, formats, and standards is one strategy for
filling this research gap. For example, the use of ontology-based data models can pro-
vide a common semantic framework for integrating diverse data sources as described
by [52]. Ontologies enable the representation and integration of diverse information by
defining standardized concepts, relationships, and rules. Research by [53] emphasizes
the importance of data integration in digital twins for complex systems, particularly in
the context of Cyber-Physical Systems (CPS). Given that databases are often filled with
unprocessed data obtained from the physical entity, it is crucial to encourage the use of
database management software to facilitate the storing and retrieval of data components
inside the physical database [4]. Figure 4 shows a proposed database system involving
the ingestion of raw data into the physical data storage where it is stored using symbols
to represent real-world assets, events and other information. Semantic data models (also
referred to as ontology models) therefore relate these symbols and the real world.
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Database System

I Application | I Application | I Application |

T 1 F

Database Management Software
Define, Record, Query, Update, Manage data

| Physical Data Stores I

Gather raw data | Deliver contextual information

@

Link to real world events Semantic Data
Real World Model

Fig. 4. The database system displays database management tools, application interfaces and
database storage. Adapted from [4]

4.2 Model Accuracy and Validation: Data Fusion and Machine Learning
Techniques

In the utilization of digital twins for new product design and development, ensuring
model accuracy and validation is a crucial step. To address this, the application of data
fusion and machine learning techniques holds great promise in enhancing the accu-
racy and validation of digital twin models [33, 54]. Machine learning techniques play
a vital role in integrating information from diverse sources and improving the accuracy
of the digital twin model. Machine learning algorithms can learn from historical data
and patterns, enabling the prediction of product behavior and performance. Supervised
learning techniques, such as regression and classification algorithms, can be utilized
to train the digital twin model using labeled data, while unsupervised learning tech-
niques, like clustering and anomaly detection, can uncover hidden patterns and identify
deviations in the product’s behavior [50]. By combining data from various sensors,
databases, and simulation tools, the digital twin can provide a more comprehensive and
accurate representation of the physical product. The study by [50] focused on the use
of machine learning algorithms for damage detection in structures, the research incor-
porates integrated physics-based DT with machine learning and stochastic method to
handle uncertainties.

These studies illustrate the potential of data fusion and machine learning tech-
niques in improving model accuracy and validation within the digital twin framework.
By integrating data from diverse sources and leveraging machine learning algorithms,
researchers and practitioners can develop more accurate and reliable digital twin models
for new product design and development.
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4.3 Optimization and Decision Support: AI and Analytics Integration

Optimization of design parameters and decision-making processes within the digital twin
framework is a significant research gap in the utilization of digital twins for new product
design and development. The main goal of optimization is to improve overall perfor-
mance and efficiency with the explicit intent of accomplishing predetermined targets.
It strives to maximize efficiency, minimize waste, and align operations with the desired
objectives by carefully analyzing processes and implementing improvements. Several
focus areas were identified by [4] for DT optimization including virtual commissioning
where potential issues and optimization of layouts and design workstations occur in the
virtual representation of the manufacturing system, parameter optimization which would
involves simulating numerous simulations and testing different parameters in order to
determine the ideal process settings. The integration of artificial intelligence (AI) and
analytics techniques holds immense potential for enhancing optimization and decision
support capabilities within the digital twin ecosystem. [55] presented a digital twin refers
to a virtual replica or representation of a physical object, system, or process. The study
utilized a what-if simulation model and proposed a recommendation system model that
incorporates reinforcement learning and trust models. The findings demonstrated that
the recommendation system generated recommendations based on user feedback over
time, resulting in a substantial decrease in decision-making time and an increase in
trustworthiness. The authors in [56] introduced a machine learning-based recommen-
dation system for agriculture. This system suggests fertilizers that may improve crop
growth. The incorporation of Al techniques, such as machine learning, deep learning,
and reinforcement learning, can enable data-driven optimization and decision-making
in the digital twin. These techniques can analyze large volumes of data generated by the
digital twin, identify patterns and correlations, and derive valuable insights to optimize
design parameters or support decision-making processes. Machine learning algorithms
can be employed to develop predictive models based on historical data from the digital
twin [33]. Other statistical analysis techniques, such as regression analysis and sensi-
tivity analysis, can provide insights into the relationships between design variables and
performance metrics, aiding in decision-making and optimization processes. Research
by [50] focuses on the integration of Al techniques such as heuristics and reinforcement
learning and optimization in the context of digital twins for production planning. The
paper suggests a way to systemically optimize and analyze industrial design using data
and models, as opposed to traditional approaches that heavily depend on the engineer’s
expertise and address problems during operation.

5 Conclusion

In conclusion, digital twins have emerged as a transformative technology with immense
potential in various domains, particularly in new product design and development. This
paper examined the bibliographic research gaps concerning the use of digital twins
specifically for new product design and development and also addressed some solu-
tions and how the limitations might affect the development of digital twin technologies
in the future. The research paper identified and addressed critical gaps in three key
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areas: data integration, model accuracy and validation, optimization, and decision sup-
port. Advanced data integration methods are essential for incorporating diverse data
sources and ensuring the accuracy and completeness of digital twin models. Future
research should focus on leveraging advanced data fusion techniques, exploring real-
time data integration, and addressing scalability challenges. Enhancing model accuracy
and validation techniques is crucial for ensuring the reliability and validity of digital
twin models. Efforts should be made to incorporate advanced machine learning algo-
rithms, explore validation techniques using real-world data, and quantify uncertainties
for robust model assessment. Developing efficient optimization and decision support
tools is vital for leveraging the full potential of digital twins. Future directions include
investigating advanced optimization algorithms, integrating artificial intelligence tech-
niques, and developing real-time adaptive decision support tools. By addressing these
research gaps, the potential for the use of digital twins in new product design and devel-
opment can be unlocked and organizations can streamline innovation processes, improve
decision-making, and achieve significant development in the design and development
of products. The future of digital twins holds immense promise, and continued research
and innovation in these areas will play a crucial role in realizing their transformative
capabilities in diverse industries. By embracing these advancements, organizations can
gain a competitive edge, foster innovation, and drive sustainable growth in the era of
digital transformation.
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Abstract. The quality of production, the performance of deliveries and the suc-
cess of the business depend to a large extent on the people who work in production.
It is why, despite the growing robotisation and digitisation in the manufacturing
industry, human capital remains one of the strengths of today’s organisations. In
this context, education and the professional training of workers in the activities
performed are crucial for any company to prosper and maintain its position in
an increasingly competitive and changing environment. In some industries, such
management of operator skills training is even more important due to the com-
plexity of production processes and work changes caused by different volumes
of activities or demand variability. If employees have to rely on low-quality work
instructions, they are less efficient, make more mistakes and are less satisfied with
their work. Therefore, it is in the interest of companies to avoid this quality defi-
ciency. The manuscript is dedicated to digitalisation, specifically e-workstations
in a manufacturing company, where it is important to minimise worker errors and
time wasting.

Keywords: workflow - e-workstation - employee training

1 Introduction

In the literature, we can come across the claim that the low quality of data/information
in companies can have a significant negative economic and social impact on the organ-
isation [1]. But, poor quality data/information has more negative impacts, such as less
customer satisfaction, increased operating costs, inefficient decision-making processes,
lower performance and reduced job satisfaction [2]. The framework is structured within
an industrial management perspective, which means focusing on instructions for design
procedures, machine operation, component manufacturing, component assembly, sup-
ply handling, service inspections after sales, technology use, etc. frameworks need not
be limited to this context [2]. Poor quality data/information is common, and even small
data inaccuracies can have a big impact. However, this literature focuses almost exclu-
sively on the types of “factual information” that can be compared to “instructional infor-
mation”. Studies show that the quality of on-the-job training is a significant problem
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in many industrial contexts [1, 3]. It includes studies of work instructions about air-
craft maintenance, process control plant maintenance, chemical plant operation, process
re-engineering at a tele-operator and truck manufacturer, railway operation and main-
tenance, transport safety, assembly line operation in cars and the process of designing
hearing aids [3, 4]. In the worst case, poor work instructions can lead to fatal injuries.
This claim was proven by a study investigating industrial maintenance accidents in the
Finnish industry. In studies, up to 63% of accidents were fatal, and 38% of non-fatal
accidents involved faulty work instructions [2]. One such problem that affected the qual-
ity of the instructions was the process of approving (verifying) the instructions. We all
know that the document verification process is extremely long and problematic [4]. We
often encounter problems such as [5]:

absence of a supervisor at the workplace,
pages from documents are often lost or returned from too-dirty production,
if it is necessary to correct something in a document, many documents must be
printed again and again, while the approval of superiors is essential, which includes
their signing,

e the document verification process is carried out at an often inconvenient time for the
superior.

The term digitization includes several actions - from removing papers to changing
the functioning of the entire company and employees. The result is faster processes,
saved costs for running the company, and attractiveness for customers [4].

Therefore, with the help of Work Station (WS), it was possible to contain all these
problems. The process of documentation and validation has become much clearer and
simpler.

1.1 Problem Definition

A master list is a set of work instructions at a station. When a work order changes, the
index of the master list is incremented, requiring the relevant operators to consider the
changes [2]. The goal is to be notified early during development and always to be trained
on the latest version of the documents. Consultation of this master list is available at the
operator’s station in PDF format.

The approval process and documentation responsibilities are shown in Fig. 1. How
it worked so far [2]:
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e The document author (document owner) prepares a new document or a new version
of an old document according to a valid template and forwards it to the quality system
engineer to assign a number or a new version in the PDM system.

e The system quality engineer assigns the document number or creates a new version,
checks the template, writes the number, records it in the document matrix and sends
it back to the document’s author.

e The document’s author, by e-mail or in print, presents the new document or changes
in the old document to the control (quality department).

e Suppose the document template (last page in the footer) requires a review of the
document’s content by a quality technician, team leader or operator (4 skill level).
In that case, a performance test is performed, and then the document continues for
approval (N + 1).

e Suppose the document passes the approval process without comments. In that case,
the document’s author submits the final signed version to the system quality engineer
for release, who, after releasing the document in the PDM system, will inform the
author of the document’s validity.

If comments appear, the document’s author incorporates them into the document
and resends it for checking, testing, and approval (in this case, it is no longer sent
to the records - the document already has an assigned number or a new version!) The
document’s author trains the users of the document (those to which the document relates)
and makes a record of the training. (e.g. the process engineer instructs the team leader,
and the team leader trains the operators - all are recorded in the training record for the
new document or version) [5].

The training record remains at the workplace or is kept by the supervisor/team
leader at a predetermined location). When a new document is created, the supervisor
will receive an email notification. Each superior person validates the document using an
electronic signature in their free time, and it is moved to other superiors [6]. As soon as
all relevant persons verify the document is updated on the eWS panel, and the operator
is automatically forced to confirm it when he starts working with the eWS [4].
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Fig. 1. Description of approval process in the manufacturing company [Authors own processing,
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2 Work Methodology

With the e-workstation (eWS) tool, managers now have an opportunity to improve the the
qualifications of employees for that station and to react quickly if someone lacks training
(Fig. 2). The registration of each worker (team leader, supervisor) is linked in the database
with individual levels of polyvalence or levels of the magic square [5]. Here, we can
also often encounter the term polyvalency, which represents the ability of an employee
(operator) to perform work in several positions in production while ensuring quality
and productivity (efficiency) requirements according to work instructions [3, 6]. Within
the framework of polyvalence, it is possible to ensure the substitutability of employees
(operators) in different job positions within one line or several lines. Polyvalence levels
are set for each workstation and linked to the corresponding master list index [7].
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Fig. 2. Digital competitiveness in the manufacturing company using e-workstation [Authors own
processing]
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Goals and benefits of the work methodology [2, 8]:
Companies that choose to implement this model of acquisition and measurement of
operator skill levels in their manufacturing plants pursue various goals, for example:

e Monitor the development of the organisation’s employees and quantify the effective-
ness of training actions.

e Guarantee operational continuity of the factory and the ability to respond to market
demands, ensuring a person is always available to carry out the most critical and
complex processes.

e Ability to rotate personnel in the most demanding, difficult or repetitive jobs.
Achieve maximum productivity by investing the necessary resources to bring most
operators to level 3 or 4 training.

e Constantly improve and raise the level of quality because a trained operator produces
faster and with fewer errors and incidents.

The implementation of the magic square system also brings several benefits that have
a very positive impact on [6]:

Production quality;

Minimisation of waste;

Reduction of breaks due to absences, turnover or lack of knowledge and experience;
Prevention of accidents at the workplace;

Level of customer satisfaction;

Motivation of operators.

Despite these facts, Slovakia still needs to catch up with the digitization of com-
panies. In the European Center for Digital Competitiveness ranking, Slovakia achieved
a negative score of —102, putting us in third place from the bottom. On the contrary,
Bulgaria is in first place in the ranking with a score of 4130, thanks to the “Digital
Bulgaria 2025 initiative [8].

3 Results and Discussion

The eWS project comprises of eWS applications and AODocs (Smart Docs). AoDocs
is a new document management tool [8]. The service is based on the Google Apps
engine and a cloud-based document management solution that relies on Google Drive
technology to store documents. Priority was to reduce paper consumption and to increase
intercommunication processes. Using a magic square allows each operator to identify
their certification level at the workstation. The magic square has four steps [9]:

Step 1: The operator understands all relevant instructions in the workstation master
list and confirms that he meets all workstation safety requirements.

Step 2: The operator ensures compliance with all work standards.

Step 3: The operator produces in the standard time specified in the workflows.

Step 4: Operator Trains another operator to all work standards of that workstation to
reach level 2.

There is a customised questionnaire for each step. The degree of polyvalence means
the achieved level of qualification of an employee (operator) in a specific job position.
We distinguish 4 degrees of polyvalency [2, 10]:
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. Employee (operator) knows and understands all work standards (first level);

2. Employee (operator) applies work standards in practice with quality assurance
(second degree);

3. Employee (operator) can perform work independently at a standard work pace (third
level);

4. Employee (operator) can train another worker (fourth level).

At each training, there must be a person who ensures familiarisation of the employee
(operator) with the instructions (work, control, maintenance instruction, general, etc.),
with all work standards related to the given work position and who must show the
employee the procedure for connecting to the station [11]. The trainer can be an employee
(operator) or a team leader with a polyvalence level of 3 or 4 in the position where the
employee (operator) is being trained. The trainer can also be a process engineer, quality
engineer or maintenance worker in the case of a revision of one of the basic instructions
(work, control, maintenance instruction, general, etc.). In such a case, the review’s author
will provide training for the workers of all shifts. At the same time, the supervisors/team
leaders for the given lines must also participate in the training to ensure adequate transfer
of information to other shifts as well [12].

The team leader and supervisor will prepare the training plan for the following
month. It means they agree on which work position and the given employee (operator)
will be trained on which line. Subsequently, the supervisor will ensure the update of
the qualification improvement plan [12, 13]. No, later than the end of the first week of
the new month. The current qualification improvement plan must be available on each
line. Using eWS, the trainer enters the training into the system, indicates the date and
time, and selects the skill he wants to train the employee. The notification appears to the
operator automatically on the eWS station (Fig. 3).

Training Session X
Sk Polyvalence

Master List Podklady na pracovisku

Code PTS/PSD/PRE1/OE/Audi B8/AUDI B8/Audi BS Station 1/M/1

Scheduled On  1/25/2023 12:00:00 AM e o

n Presov,

Fig. 3. Planning of training using e-workstation [2]
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The qualification improvement plan shows the current level of polyvalence in specific
job positions and the qualification improvement plan for the following month [13]. If a
new employee (operator) starts working on the line during the month, the supervisor must
enter training on the current version of the documents on the day of the start and outline
the plan for the current month [14]. The polyvalency (magic square) of the operator
in the workstation system can change depending on the stage of training the employee
(operator) is in. If there is no level 3 or 4 employee (operator) in the team, the supervisor
is responsible for the training in cooperation with the process engineer and the quality
engineer. In the case of the project line, the project team is accountable for increasing
polyvalence [5, 9]. The following rules apply to the qualification improvement plan:
when joining the line, the employee (operator) must have at least the 2nd degree of
polyvalency, at most two positions [2, 15]. Work positions must not follow one another.
After awarding the 2nd degree of polyvalence, it is possible to develop polyvalence to
a higher level, or it is necessary to continue the development of polyvalence in other
positions lines. The rules for polyvalency are always linked to a specific job (job position)
and must be applied in the following cases [2, 17]:

e an employee (operator) working in a new post/job position,

e the employee (operator) has not worked at the given post for 1 to 3 months (in case of
recertification and long-term absence, the system will not allow the operator to work
at the workplace and will not have access to the station.

In that case, it is necessary to repeat the training on the current master list and the
first and second levels of polyvalence in the trainer’s presence.

3.1 The 1% Degree of Polyvalence

The first degree of polyvalence means that the employee (operator) knows and under-
stands all work standards [6, 11]. The system is automatically set so that for the first
level of polyvalence and training on the current version of documents at the workplace,
the operator (employee) must read and check all documents listed at the workplace [13].
Training will not be complete until all instructions have been reviewed (Fig. 4).
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Legend to the Fig. 4 (From the Slovak language — to the English language):
Baliace pokyny- Packing instructions
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Evidencia maziva- Lubricants monitoring

Bezpecnostné predpisy- Safety regulations

Identifikacny list napdjacich zdrojov- Identification sheet of power sources
Kalenddr ddtumu montdZe- Assembly date calendar

Kalenddr chyb-Failure calendar

The trainer will provide the employee (operator) with information on the following
points: - on the day of starting the work [2, 17]:

e Immediate training regarding instructions: work, control and others, which are related
to the given post before carrying out any activity on this post (in specific cases also
for valid temporary instructions).

e Immediate recording of training on instructions: working, control and others at the
workplace (in specific cases also for valid temporary instructions).

Familiarisation with the workplace (workspace, workload, tasks of line members).
Acquaintance with the task at the workstation about the final product, including all
components with an emphasis on product quality [14] (OK pieces are input for the next
post), basic information about the product (product presentation according to APU),
special characteristics of the post - if applicable (S /R, CC, etc.) familiarisation with
error messages and malfunctions occurring at a given station immediate reaction in case
of a problem (according to the escalation process of the line - production stop rule)
reference change process records from the production or control (traceability record,
etc.) 5S and product respect, explanation of line indicators (QCDM board) [18, 19].
Until the polyvalence employee reaches level 2 in the given position, he must be visibly
marked with a blue vest “IN PRACTICE,” and 100% control of this production must
be ensured or inspected according to the quality guidelines of the respective APU. The
employee must complete this level on the first day of the job.

3.2 The 2" Degree of Polyvalence

The second degree of polyvalence means that the employee (operator) applies work stan-
dards in practice along with quality assurance. The employee (operator) must know/be
able to [2, 12]:

e Perform self-check (can identify errors)

e React adequately in case of problems (apply the escalation process of the line
correctly — Rules for stopping the line)

e Carry out the correct inspection or measurement in the production process (by the
inspection/sorting plan and also the inspection specified in the production order)

e Maintain your workplace by the 5S methodology

e Must successfully pass sample testing or a knowledge verification test

Validation: Trainer 4 quality manager (Quality Technician or Quality Engineer).

Validation has two parts:

A — Oral verification of the application of the knowledge acquired at level 1 (assessed
by the trainer).
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During the oral verification of the operator, the trainer must fill out a checklist for
the second level of polyvalence in the system so that the operator is authorised to work
at the workplace and the workstation.

B — Verification of the identification of defects on the products (assessed by the
quality inspector) — at least one of the forms according to the production operation:

e Knowledge verification test
e Testing knowledge verification with samples [2, 9].

The employee must complete the second level between the 2nd and 10th day after
taking up the post.

3.3 The 3" Degree of Polyvalent

The third degree of polyvalence means that the employee (operator) can perform work
independently at a standard pace. The employee (operator) must be able to [2, 19]:

e Keep the pace of the post/line/machine
VALIDATION: Trainer + supervisor or VPS Engineer/technician + quality
manager (in the case of a critical post)

The skills and abilities of the employee (operator) in the given position depend on
the type and complexity of the work. It is validated whether the employee (operator)
achieved or did not achieve the output at the post (i.e. the shift output determined based
on the cycle time of the given post) [13].

The daily production report is used to verify the results of the line output. The
employee (operator) is identified (the name of the trained operator is indicated in the
daily production report during the shift performance) on four shifts in a row for the entire
shift, i.e. he completes four measurements to achieve the pace. At the same time, if 1
test result is NOK, the testing begins all over again, i.e. four new measurements, but in
a week at the earliest [16, 18].

The third-level validation can occur when the employee (operator) reaches the
required pace. The record is made in the workstation system, and the trainer must fill
out a checklist for the third level of polyvalency [19]. The employee (operator) should
reach this level from the 11th to the 30th day after starting the work [20].

3.4 The 4™ Degree of Polyvalent

The fourth degree of polyvalence means an employee (operator) can train another worker.
General requirements for an employee (operator) [2, 21]:

e must know the process of polyvalency following this instruction and respect the stages
of the given document,

e must work for at least two months at the given post,

e must train at least one employee (operator) per job from level 1 to level 3.

Validation: Trainer + supervisor
At least a trainer must be present during the training to assess the skills of the
employee (operator) for level 4 [14]. The record is made in the workstation system, and
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the trainer fills out the checklist for the fourth level of operator polyvalence. For the
operator to reach the fourth level of polyvalence in this eWS system, the training of an
employee (operator) must be entered for one job from level 1 to level 3, and the given
operator must pass correctly [21].

4 Conclusions

Digitization is a key tool that allows businesses to adapt to rapid market changes and use
modern technologies. Regardless of the size and industry of your business, digitization
offers the opportunity to increase efficiency, reduce costs, improve service and maintain
a competitive advantage.

Considering the facts of the conducted research, it is known:

1. The employee (operator) did not work at the job for more than one month and less
than three months:

— in that case, it is necessary to do a partial validation, which consists of verifying
the recognition of errors on the products - testing with samples or a knowledge
verification test and verification of the worker’s pace.

2. Entries from this verification are made directly into the plan for increasing the poly-
valence of the given department - it is necessary to complete other tests in order and
add a note about additional validation in the “Remarks” column.

3. The employee (operator) has not worked at the job for more than three months: in
this case, it is necessary to do the entire training and the entire validation from the
beginning = make a new entry in the plan for increasing polyvalence.

4. Return of the employee (operator) to the workplace after incapacity for work: the
team leader is obliged to check the validity of the employee’s training at individual
positions after the return of the employee (operator) after the illness.

Suppose documents and instructions were updated during the employee’s absence.
In that case, the team leader will provide the necessary training in the eWS system
immediately - on the 1st day after the employee’s return from the sickness.

Intelligent and digitally connected network systems enable direct communication
between people, machines, equipment, logistics and products. By improving the digital
skills of workers in their personal and working lives, we save them time, but we also
prepare them for better future digital functioning in the company.
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Abstract. Abrasive Water Jet Machining is a revolutionary unconventional cut-
ting technology that has a wide range of applications in the machining of difficult-
to-machine materials. Process parameters are critical in determining the efficiency
and economics of a high-quality machining process. As a consequence of advance-
ments in sensor technology, machining operations may now be automated, and the
massive amounts of data generated can be used to model and monitor the processes
using Artificial Intelligence (AI) and Machine Learning (ML) approaches. This
paper presents an overview of the current research trends linking the application
of AI and ML methods to AWJM processes for enhanced performance metrics,
process monitoring and control, and improved variable optimization. Overcoming
challenges related to data quality, model interpretability, and system integration
will be essential for the successful implementation of Al and ML in the field of
water jet machining. The potential future directions in the ever-expanding field of
Al and machining processes, particularly AWJM, are also discussed.

Keywords: Abrasive Waterjet - modelling - artificial neural network - process
parameters

1 Introduction

The manufacturing industry has witnessed several paradigm shifts over the last century
in an effort to become more time-conscious, catering to the need for rapid prototyping
and the versatility of advanced material usage. These ever-evolving trends have placed
a premium on numerous advanced machining processes, persistently competing for
enhanced efficiency and economic sustainability [1]. The use of advanced materials,
such as ceramics, composites, and thermo-sensitive materials, at an industrial scale can
only be made possible if their machining is carried out economically. In the context of
industry, 4.0 for smart manufacturing, Abrasive water jet (AWJM) cutting has forged a
positive reputation as an increasingly effective non-traditional manufacturing process,
owing to its speed, low machining force, and adaptability while processing a wide array
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of materials with ranging properties [2]. The technique employs a fine nozzle which
produces a supersonic and coherent waterjet, followed by the introduction of abrasives
into the stream; the most common abrasive material used in AWJM is silica sand due to
its hardness properties [3—8]. The water along with the entrained abrasive particles leave
the nozzle at a pressure in the range of 400—-600 MPa and a velocity up to 1000 m/s. The
material surface is degraded and finally eroded through four sub-mechanisms which
all act simultaneously, in combination: cutting, fatigue, melting, and brittle fracture.
The distinct advantages of AWJIM become particularly evident during the fabrication
of engineering materials with extensive applications that are difficult to machine due
to complex geometry or composition. The efficiency of AWIM cutting is determined
by operating parameters as well as material qualities [9]. Moreover, numerous process
elements, such as water pressure, abrasives, target work material, and cutting parameters,
influence AWJIM cutting a schematic layout of an abrasive water injection jet as shown in
Fig. 1. Prediction of the ideal parameters for a depth of cut and roughness in any material
while using AWJM cutting is a complex engineering challenge that requires thorough
monitoring and modeling [10]. Therefore, a remarkable enhancement in the overall
performance of AWJM can be achieved if the industry implements intelligent machining
techniques in order to enable self-optimization and decision-making in unanticipated
circumstances. Leveraging Artificial Intelligence (AI) and Machine Learning (ML) has
enhanced productivity and improved the quality of the products by employing advanced
data analytics at various stages in the production line. This paper explores the recent
trends in applying Al and ML methods to enhance the efficiency, precision, and quality
of water jet machining processes. Our main objectives in this research project were
to clarify the ways in which Abrasive Water Jet Machining (AWJM) processes and
Artificial Intelligence (Al) and Machine Learning (ML) techniques complement each
other, while also utilizing these technologies to accomplish enhanced efficiency and to
improve AWJM performance metrics by exploring aspects related to accuracy, reliability,
and efficiency. Furthermore, we aimed to investigate the viability of integrating AI/ML
for real-time monitoring and control, which would enable adaptive decision-making
based on continually updated inputs. The methodology employs a twofold approach:
computational modeling with machine learning algorithms and experimental studies for
data collection in AWJIM processes under various conditions.

1.1 AI and ML in Manufacturing

Artificial intelligence (Al) is a field that concerns itself with the development of software
agents and physical systems able to execute functions that generally require human
intelligence [12]. The corresponding ‘intelligence’ is data-driven and finds traces of its
origin in the assumption that all logic-based learning and decision-making share a set
of common traits that can be simulated by a machine. Historically, the initiation of the
notion of Al dates back to the 1940s alongside the origin of Artificial Neural Networks,
a subfield of Al modeled after the workings of neurons inside the human brain, via
the introduction of the MP model and Hebb rule. This infancy period was followed
by various upsurges through the development of new models, each aimed at enhancing
product quality and reducing required human interception for model construction and
monitoring.
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Fig. 1. Schematic of a typical AWJM machine [11]

Al systems typically aim to generate agents that recognize an objective function,
that is the required outcome, and in turn, work to maximize the rational approach that
would provide the optimum solution for any problem at hand [13]. This phenomenon of
several other possibilities is referred to as optimization.
For instance, optimization of a self-cleaning robot can be achieved by assigning the
objective function as quality surface finish minus the cleaning cost so that the robot can
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devise an economic approach to keeping the surface clean.
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Fig. 2. Categorization of machine learning [14].
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Similar to ‘intelligence’, learning encompasses a wide range of processes and propo-
sitions and is inconvenient to define precisely. In a broader context, Machine Learning is
a branch of Al that generates algorithms in response to external stimuli, such as data or
examples, to constantly alter the system’s structure in order to improve future outcomes.
For example, the performance of image classification algorithms learns and improves
through training consisting of feeding in new images. It is important, however, to main-
tain a distinction between learning and memorization. The goal of machine learning is
to learn a function that maps well onto the given data but also remains reliable through
reasonably generalizing in case of unseen examples or data, in turn minimizing the
approximation error. This function of data-informed classification and predictions for
future outcomes can be achieved under three major settings: supervised, unsupervised,
and reinforcement learning as shown in Fig. 2. The evolution of Al and ML coupled
with the availability of larger datasets and enhanced computational capacities further
led to the development of a significant subfield, known as Deep Learning (DL). Deep
learning is a branch of machine learning that evolved from artificial neural networks and
is distinguished by several nonlinear processing layers.

The systems resulting from these techniques have revolutionized our approach to
problem-solving in various domains.

Smart manufacturing requires careful monitoring and modeling of machining pro-
cesses in order to maintain tight tolerances and enhance the quality of the system and
products [15, 16]. The capacity to timely control the input and output parameters enables
the system to prevent or mitigate potential process faults, minimizing uncertainty con-
cerning output quality and system productivity. Enhanced productivity and quality output
are two of the most significant motivations for the integration of artificial intelligence
and machine learning into modern manufacturing [17]. Such implementation of machine
intelligence for modeling and monitoring necessitates the use of numerous sensors and
process variables as inputs, as well as an Al approach trained on these data for a specific
goal. With the advancement in new technologies such as the Internet of Things (IoT) and
Big Data, the modern manufacturing industry has witnessed an unprecedented surge of
sensory data available in a variety of forms and structures [18]. Naturally, handling this
high-volume data while simultaneously supporting its real-time processing necessitates
the indulgence of data modeling and analysis techniques. These techniques combined
with the optimal ML and DL algorithms are used for processing the information obtained
from the sensors in order to equip the system with self-monitoring and decision-making
abilities.

The big data environment in modern manufacturing has inspired varied uses for
machine learning and Al at different stages of a product’s lifecycle. Data analytics can
be categorized into different levels based on the complexity and depth of analysis. Some
key levels of data analytics include descriptive analytics, diagnostic analytics, predictive
analytics, and prescriptive analytics (Fig. 3).

Meanwhile, diagnostic analysis employs root test analysis to dissect equipment fail-
ure or reduced performance of the product to reveal the reasons behind it. Predictive
analytics feeds on historical data and utilizes statistical models to forecast future risks
or opportunities for the system. Prescriptive analysis goes a step ahead by enabling
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Fig. 3. Key Levels of Data Analytics [30].

recommendations on how to obtain the desired outcome through the use of optimiza-
tion algorithms and decision support systems. The interference of Al and ML has truly
transformed the manufacturing industries into autonomous, reliable, and increasingly
optimized facilities. Manufacturing intelligence from sensory data has resulted in lower
operational expenses, enhanced adaptability to varying customer demands, reduced
downtime, and overall extraction of greater value within a globalized economy.

Smart manufacturing employs a wide range of Al approaches to monitor the machin-
ing state, prevent progressive tool wear, and offer predictive maintenance. This is done
through decoding of highly complex patterns presented by the sensor data yielding key
knowledge about a particular system or machine. The selection of ML approaches is
essentially determined by prior knowledge of the process; sensor signal data attributes,
empirical objective, and the level of precision necessary for industrial application. Com-
putational time is another significant constraint to consider while assigning specific soft
computing approaches and Al tools for automating decision-making and process mon-
itoring. For instance, ML algorithms such as Artificial Neural Networks (ANN) and
Fuzzy Inference Systems (FIS), often the hybridization of the two, are often utilized in
the modeling and monitoring of manufacturing processes and systems [19]. Similarly,
Convolutional Neural Networks (CNNs) have been proven to be effective for image
analysis and real-time quality assessment of tools and machinery, and future predic-
tions concerning their status can be made through architectures of the likes of Naive
Bayes, Hidden Markov Models (HMM’s) or Genetic Algorithms (GA). Having a good
understanding of the system model and successful integration of the right AI and ML
approaches can effectively improve system productivity, profitability, and safety. Gupta
et al. [20] employed ANN to predict the geometrical characteristics of a micro-channel
fabricated through AWJM. They used optimum values of the process parameters to
predict the response parameters and found that the ANN-predicted values are in good
agreement with the experimental results. Madic et al. [21] developed the ANN model in
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terms of workpiece material thickness, traverse rate, and abrasive flow rate. They found
that ANNs are a good alternative in analyzing the quality of cutting and the abrasive
water jet cutting parameters relationship. Reddy et al. [22] use full factorial design and
multiobjective teaching learning-based optimization to improve the water jet-cutting
process to optimize variables such as water pressure, feed, stand-off distance, and jet
speed.

2 Application of AI and ML in Water Jet Machining

2.1 Process Optimization

Many investigations in the field of abrasive machining processes have concentrated on
determining the impact of the most significant characteristics on responses such as mate-
rial removal rate (MRR), surface roughness, kerf, and microstructural features. Material
cutting of hard-to-cut materials such as titanium, kevlar, and composites necessitates
great precision and a thorough understanding of the machine’s controllable parameters
due to the high cutting costs incurred during the process. Numerous process elements,
such as water pressure, abrasives, material of the workpiece, and cutting parameters,
influence AWJM cutting. Some of these parameters, such as the water pressure, abrasive
flow rate, number of passes, standoff distance, and jet traverse speed, are controllable
with reasonable precision. However, other variables such as the nozzle and orifice diam-
eters alter progressively due to potential wear and erosion and, therefore, are challenging
to control. These nonlinear changes in dimensions of the nozzles and orifice sway the
flow rate as well as the mixing of abrasives in the mixing chamber, in turn influencing
the depth of cut (DoC). DoC in waterjet machining refers to the maximum possible
depth to which a high-pressure waterjet stream may penetrate or cut through a work-
piece material. While many empirical and analytical models have been proposed in the
past to model, monitor, and predict the DoC, limitations of the cutting environment
and material assumptions have rendered them largely unreliable [23]. Various materials
are processed at a range of periods in the workshop setting, utilizing unique process
parameters. Such rapid and unsystematic data generation is referred to as Sparse Data.
An architecture that can be designed to model sparse data will be extremely useful for
AWM processing since it can be used to determine process parameters. In this context,
Al and ML algorithms have introduced promising modeling techniques aimed at deci-
phering patterns out of unplanned data that capture complex knowledge of machining
systems and processes and could help with the optimization of the discussed parameters.

Several approaches have been presented to cater to these limitations using ML tools.
One of these modeling techniques is derived from Artificial Neural Networks (ANN5)
due to the framework’s reputation for immense parallel processing capacity and noise
suppression abilities. ANN is an advanced modeling method ideally suited for modeling
complicated nonlinear systems. Inspired by the cerebral cortex of the brain and the work-
ings of the neurons, ANN consists of interconnected processing units, termed artificial
neurons or nodes. The number of neural cells required depends on the complexity of the
task and the level of tolerance requested.

The greatest advantage of working with ANNs is that the number of input and
output variables is theoretically endless and the precision of the model can cater to
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very tight tolerances [2]. ANN models tend to deliver good approximation on data they
have not been trained on previously and this is the reason why they are well-suited
for continuously collected sparse data from AWJM machining. Further, this modeling
technique, combined with GA has depicted the capability for suggesting the optimal
number of inputs for a reliable approximation of the output (eg. depth of cut or cutting
speed) [24].

In addition to the DoC, process variables can influence other important parameters
such as surface roughness and MRR. Simultaneous reduction in surface roughness and an
increment in MRR can be achieved by multi-attribute optimization where data obtained
from experiments is processed using ANN and Response Surface Methodology (RSM).
RSM is one of the operational strategies for augmenting, refining, and optimizing the
AWIJIM machining process by integrating numerous process factors and determining the
influence of diverse input parameters on the output [25]. Hence, these ML tools can be
modified for various process optimization purposes in AWJM machining processes and
can assist in the enhancement of desired quality cutting and reliable parameter selection.

2.2 Defect Detection and Quality Control

As discussed earlier, the efficiency of AWJM machining is determined by process param-
eters such as depth of cut, kerf structure, traverse cutting speed, surface topography, and
MRR. The water, impinged with abrasives, used for the machining is forced out through
a narrow orifice. Hence, the size of the orifice and nozzle impacts the kinetic energy
and coherence of the jet as well as the distribution of the abrasives and suction capac-
ity [26]. Therefore, it is essential to monitor variations in the orifice and nozzle size
to maintain consistent cutting quality by optimizing process parameters accordingly.
Such small and quick changes require reliable and efficient modeling techniques with
an ability to respond swiftly, in real-time. In the context of AWJM machining, the task
of developing analytical, semi-empirical, or empirical models is tedious and limited in
scope. To achieve the required cutting performance while taking orifice and focusing
tube bore variation into account, a hybrid technique combining the empirical model’s
response equations with a fuzzy model has been proven to be useful [24]. The interac-
tions between different parameters, such as the abrasive flow rate and orifice size, are
monitored and assigned weights according to their respective influence while employing
soft computing techniques. The performance of the proposed Al and ML tools is then
validated using data obtained from full factorial experiments.

Compared to conventional technologies, AWJM machining offers expanded tool life
and reduced wear on supporting elements. However, the process is still associated with
certain defects that need to be monitored and evaluated for quality assurance. To begin
with, AWJM machining produces areas with varying surface quality due to the non-
uniform thickness of the material and corresponding. Similarly, the uneven dispersion
of kinetic energy of the water jet causes varied kerf widths at either end of the material,
showcased as a taper angle. These deviations from the standard geometry result in
micro and macro-geometric variations in the final product and can contradict the design
specifications. Moreover, at high traverse speeds or relatively thicker workpieces, wavy
striations are formed on the cut surface of the material due to jet instability or inaccurate
machine calibration.
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The ML modeling techniques discussed earlier for process optimization are valid
here as well, however, for automated visual evaluation of surface filth, scratches, burrs,
and wears, ML-based image analysis methods have been widely popular in industries.
In this context, CNN algorithms combined with vision systems have been recognized
as superior to conventional inspection techniques, either through the naked human eye
or onerous statistical classification-based models. CNN adapts a deep layer architecture
and accomplishes feature extraction and recognition on a single network at the same
time, enhancing the overall performance of the inspection system for AWJM machined
products.

2.3 Predictive Maintenance

Machines are susceptible to wear and tear in any industry and anticipating failure through
data-driven approaches is essential to perform maintenance just in time to minimize
costly breakdowns and optimize operational efficiency. Predictive maintenance (PdM)
is a proactive maintenance strategy that leverages data, sensors, and analytics to forecast
equipment failures. It is an important aspect of Industry 4.0, in which automation and
interaction of data play a key role in optimizing industrial operations [15].

In the context of AWJM machining, several machining factors, such as set values
for hydraulic processes, abrasive material, workpiece material, and cutting parameters,
influence quality and efficiency. One of the primary signifiers of product quality in AWJM
machining is surface roughness. Therefore, any modeling method that seeks to validate a
relationship between product surface roughness and machining parameters brings great
value to this industry. Several soft computing techniques involving Al and ML have been
explored in order to introduce an estimation model for the prediction of surface roughness
of materials processed through AWJM machining. Modeling techniques like neuro-
fuzzy inference systems, GA, regression, and ANNs have been investigated for feature
extraction and predicting roughness of the surface with minimal training time for the
algorithm. In order to forecast the precise process parameters for a desired cutting quality,
ANN has been used to propose a more practical and straightforward parametric AWJ
model among these, owing to its ability to complex patterns and non-linear relationships
to a desired degree of accuracy [27].

Predictive maintenance comprises several core components including proactive data
acquisition and integration followed by curation of advanced analytical models using
ML and DL algorithms. Due to the convenience of deploying low-cost sensors brought
by the expansion of IoT, data-driven machine health monitoring is gaining popularity in
modern production systems. In this context, deep learning offers valuable techniques for
processing and analyzing large amounts of equipment data. The popularity of DL algo-
rithms in the field of maintenance of machining processes can be attributed to enhanced
computing power with the introduction of Graphics Processing Unit (GPU) and the
advent of Big Data. Given deep learning’s capacity to handle vast amounts of data and
acquire high-level representations, it can be a strong and effective solution for machine
health monitoring systems (MHMS).

MHMS typically share certain key components including feature design and extrac-
tion, followed by model training using various ML techniques. In comparison to tradi-
tionally deployed manual inspections to ensure health monitoring of AWJM machining
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systems, DL-based MHMS requires less human labor and expertise for feature creation.
All model parameters, including the feature and pattern classification/regression mod-
ules, may be trained simultaneously. Furthermore, MHMS. However, it is still useful
to appreciate the incorporation of domain knowledge as it can aid in enhancing the
efficiency of DL models. For instance, extraction of discriminative features, such as
hydraulic and cutting parameters, can lower the size of the subsequent DL models,
and a suitable task-specific regularization term can improve overall performance. It is
important to realize that there are imbalanced class distribution is a typical difficulty in
machine learning, especially in applications such as defect detection in machinery, when
one class (e.g., “faulty” equipment) is considerably less prevalent than the other class
(e.g., “healthy” equipment). This imbalance can result in problems such as biased model
training and poor model performance. Various methods have been suggested to tackle
such imbalanced class problems involving Support Vector Machines (SVM), Extreme
Learning Machines (ELM), and CNN models. The prospective future for AI, ML, and
DL is immensely promising in the health monitoring of AWJM machining systems as
machinery becomes more sophisticated and generates vast amounts of data. The ability
to effectively monitor and maintain equipment health becomes increasingly critical and
soft computing entailing Al and ML is well-positioned to aid the predictive management
processes due to its adaptability and evolving efficiency [28].

3 Challenges and Future Directions

3.1 Physics Informed AI

Despite the numerous advantages of Al-enabled technologies, three major drawbacks
prevent their broad use in manufacturing, expanding the scope for future research in the
domain: (1) lack of high-quality dataset in the field of AWJM machining for training of Al
models, (2) restricted generalization to unseen samples, and (3) a lack of interpretability.
Al systems frequently overfit the data presented to them during the training phase which
leads to the algorithm overlooking imbalances and biases to replicate the training samples
too closely. Consequently, the new data may differ from that of the training database
due to the naive use of Al and ML approaches and reduce the accuracy of the modeling
architecture. Moreover, Al systems, particularly unsupervised DL models, are frequently
realized as black boxes, with few tools available to decipher the logic behind their
decision-making behaviors.

These challenges can be effectively addressed by integrating engineering insights
into the Al models and focusing future research on multiscale and multiphysics modeling
that generates mechanism-informed data. The current manufacturing literature lacks a
unifying framework for the selection of mechanical characteristics; instead, the selection
process relies extensively on the experience of specialists in the area. For instance, feature
extraction plays an integral role in analyzing the manufacturing performance of AWJM
machining. To optimize the machining process, it is essential to impose engineering
knowledge concerning essential features such as jet kinematics, abrasive mass flow rate,
erosion mechanism, diameter of focusing nozzle, stand of distance, number of passes,
and type of abrasive material. This optimization currently relies heavily on a purely
data-driven end-to-end paradigm where flexible learning often neglects the underlying
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physics-based problem-solving approaches. Instead of relying solely on experimental
data from in-situ measurements and monitoring to build models, hybrid physics-based
and data-driven modeling approaches can provide further insights that experiments can-
not easily capture. A good example of such a customized modeling architecture has been
presented in recent studies where an additional loss function, informed by fundamental
rules of conservation of energy, has been introduced into traditional neural networks.
This effort to guide the training of the ML algorithms about governing laws of engineer-
ing is a promising research direction that could immensely enhance the productivity of
AWIM machining processes [28].

3.2 Optimization

Many advancements are being made to make the AWJM process more cost-effective
and standardized. This objective would be substantially aided by extensive experimental
research combined with process modeling for a wide range of materials. The manufac-
turing industry requires an optimal balance between quality and production, meaning
that neither of them should obstruct the execution of the other. It signifies that quality
aspects such as good surface finish, dimensional accuracy, and efficient time manage-
ment should not work towards reducing the production rate. Therefore, optimization
of machining processes is a continuously evolving research field with a wide scope for
AWIM machining. A substantial amount of research conducted in this field indicates that
to improve AWJM, researchers have concentrated on a single quality factor. However,
the optimal value of a process parameter for a particular feature may reduce the quality
of other aspects of the process and the overall result For this purpose, multiobjective
optimization that focuses on maintaining quality without foregoing efficient production
rate is a potential future research direction [29].

4 Conclusion

The AWIM technique has continued to gain favor in machining, particularly for hard-
to-cut materials. The machining industry benefits immensely from its adoption due
to its benefits over traditional and nonconventional processes. Al and ML methods
provide advanced analytics and enable great potential for smart AWJM manufacturing
processes in the age of big data. Recent advances in ML and DL have served to provide
new insights into machining operations, as well as real-time performance metrics and
expenses, by converting an unprecedented quantity of data into usable and meaningful
information. From expanding the arena for AWJM applications to process optimization,
predictive maintenance defect detection, and quality control, studies carried out in the
field of Al and ML concerning smart manufacturing of unconventional techniques have
greatly contributed to the overall enhanced efficiency of machining processes. Despite
the encouraging outcomes obtained in the field, the prospective directions for future
research remain substantial and open to optimization as well as cross-validation.
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Abstract. Augmented and Virtual Reality are two intertwined concepts. These
are distortions of the reality humans live in, either partially, for the first case, or
creating a totally virtual environment. Both are related to the fourth industrial rev-
olution. Although these are topics that were born during the past century, they have
gained increasing relevance in the last decades. This paper performs a systematic
literature review of the evolution of Augmented and Virtual reality. The past is
explained through a brief overview of older developments, while the present is
presented through a bibliometric research, coupled with case studies applied in
various industries. Finally, future paths and conclusions are presented on the last
section of the paper, which include a look at the tendencies of both technologies,
that seems to lie in more mobility and convenience. The authors conclude that
both Augmented and Virtual reality have a big potential to grow and become an
important part of various industries.

Keywords: Augmented Reality - Virtual Reality - Environment

1 Introduction

The ongoing fourth industrial revolution is changing productions all around the globe.
Although its beginning is commonly traced back to Germany in 2011, it is safe to say
that it has never been more relevant [1]. This is an era marked by digitalization and
innovation [2]. Never has been a time where humanity, and industries, have been so
dependent on screens and the tendency is for this dependency to increase. As such, it
is critical to properly implement new technologies into the production of any type of
goods. It is clear that some industries are more traditional than others, but most of them
have opportunities to improve with these implementations.

Along with Big Data, IoT (Internet of Things) and others, AR (Augmented Reality)
is an integral part of the group of technologies leading the fourth industrial revolution
[1]. VR (Virtual Reality) has been present in many applications related to leisure for
many years [3], and, as explained in subsequent sections, AR is derived from VR. The
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literature is not clear on how these are hierarchically distinct, but it is obvious that both
lie in the manipulation of the perception of the user. Although research is not as vast as
it would be desirable, this paper seeks to study what were their applications during the
last decade, along with how they can be applied in different and improved ways in the
present and in the upcoming years. Both AR and VR can enable companies to gain a
competitive advantage, through operational effectiveness.

The structure of this paper is as follows: the Sect. 1 introduces the work; the Sect. 2
offers an overview of Virtual and Augmented Reality, along with a historical context of
both technologies, serving as a literature review, which details the past of both concepts;
the Sect. 3 introduces the research problem seeks to address; the Sect. 4 presents the
results obtained, painting the picture of the present of both Virtual and Augmented
Reality through a bibliometric research and case studies presentation; the Sect. 5 analyses
the future paths and conclusions that can be taken from this work.

2 Literature Review

2.1 Virtual Reality

A keyword in defining virtual reality is “environment”. This relates to the creation of a
space in a form of pictures, videos, or interactive videogames. It requires the processing
of a software to immerse the user on mainly two dimensions: visually and through sound
[4].

VR (Virtual Reality) it’s one of the main drivers of industry 4.0, conquering a place
of significance and complexity along its development [5]. Although its definition is not
fixed, and may vary with the purpose and application of the technology [5], the usual way
of portraying it, it the creation of an environment that immerses the user, transporting
he or she to a different reality, supported by a virtual display [6]. VR can be portrayed
as a good marketing tool and has been used in all sorts of applications, such as hospitals
[7]. It normally recurs to hardware such as headsets, which allow the computer to fully

22 2 2

immerse the user in the virtual world [8], Blad! Nie mozna odnalez¢ zrédla odwolania
(Fig. 1).

Fig. 1. User immersed in a virtual environment [5]
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Creating an environment, virtual or not, is still extending the reality of the user. It
can be done by fully immersing the user, VR, altering the user’s reality while keeping
some unaltered sensorial experience, AR (Augmented Reality), or a mixture of both,
MR (Mixed Reality) [9], Fig. 2.

EXTENDED

REALITY
AUGMENTED VIRTUAL MIXED
REALITY REALITY REALITY

Fig. 2. The different paths of extended reality [9]

Although Fig. 2 may lead to conclude that VR and AR are two hierarchically equal
developments of extended reality, most authors present AR as an extension of VR.

2.2 Augmented Reality

AR is derived from virtual reality. Although it doesn’t fully immerse the user in an
environment created by a software, it uses similar tools to modify the user’s perception
of reality. Generally, the most affected sense is the sight but all five senses can experience
the enhancement reality provided by the software. Commonly, the perception of the use
of AR is to add to reality, making it more complex. Although this is a famous application
of AR, it can also be used to remove information from reality, with the goal of allowing
the user to focus on the element they are looking for [10].

Through the combination of hardware and software, augmented reality can be
displayed in four platforms, according to [10] (Table 1):

One of the terms used by [11] to describe the development of AR as a tool and its
surrounding industry is the term “inevitable”. As the author suggests, this technology
enhances what are called the three C’s: convenience, capability, and creativity. Diving
deep into the three C’s, some advantages to the use of AR are briefly presented [11]:

— It allows the user to see beyond the usual 2D world provided by digital tools like
screens, reaching further to the realm of 3D.

— Itis arguably accessible to the human interaction, due to the naturality of processing
in our brains. Simply, it requires low effort for us to understand how to interact with
AR.

— Itis a tool that allows the user to express creativity in different ways, allowing them
to go beyond the physical boundaries. The potential of expression is ever-growing
with the development of AR and VR.

Augmented reality demands certain elements to properly work, most notably: a
tracking agent; a software or tool that registers and displays the result to the user; a
human-computer interface [12].
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Table 1. AR Platforms and respective description

Platform Description

Computers with webcams An immobile device. A live feed is used,
employing a marker, allowing the user to interact
with the software capabilities

Kiosks and Digital signs Both kiosks and digital signs are fixed. The
difference between is that digital signs require
other devices in order to access the AR features,
such as a smartphone, while kiosks do not

Smartphones, Tablets and other mobile Functions like filters, GPS and others make this
devices type of platform the most common. It is
differentiated by the mobility it allows the user,
while using AR features

AR Glasses A device normally attached to the head of the
user, enhancing the sight with information given
by the AR software

Currently, devices that are able to use are divided into three categories: head-worn
(smart glasses and others); hand-worn (smartphones and others); spatial devices [13].

2.3 History of VR and AR

AR can be intertwined with a large number of concepts, from philosophical to historical
ones. The human race has always sought to evolve, with the primary channel for evolution
being the manipulation of its surrounding [14]. Through numerous revolutions, from
political to industrial, information has never been so available and rapidly obtainable.
As before, in order for people to get from point A to point B, a map would be needed
if the direction was unknown. Nowadays, people can simply access their smartphone to
know exactly where they are and where they should be headed. Although the world is
faster than ever, there is still a lot of margin for growth, regarding AR and VR [3].

Considering that AR is derived from VR [6], it makes sense to look into the history
of VR. A consideration to be made is that AR and VR are concepts that go together and
have evolved at approximately the same pace, with the same phases and periods in its
evolution.

VR has continuously gained interested in the last decades. As noted by [15],
since 2002, this technology has been growing substantially, confirming to the authors
predictions, and approving the Gartner Group curve used for new technologies, Fig. 3.

This graph shows the evolution of new technologies, being measured by their media
presence over time [15].

Regarding the first stage, named “Technology Trigger” in figure X, four main
contributors are suggested according to [16]:

1-Morton Heilig — Presented a product called Sensorama in New York, during 1962.
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Visibility

Peak of
Inflated
Expectations

Slope of
Enlightenment

Plateau of
Trough of Productivity
— Disallusionment
Trigger Time

Fig. 3. Gartner Group curve [13]

2-Ivan Sutherland — Published “The Ultimate Display” in 1965, a work that intended
to provide the user a virtual reality involving all five senses. The prototype device was
named “The sword of Damocles”.

3-Tom Furness — A Medical Researcher working for the US Air Force, that evolved
the VR concept within flight simulation. This was the kick-off for the contribution of
flight simulation to the development of VR.

4-Mike McGreevy and Jim Humphries — Developed the modern VR setup, in NASA
Ames’ facilities. They focused their work on head-mounted displays for astronauts,
Fig. 4.

Fig. 4. The VIVED system, designed and built in 1984 by Dr Mike McGreevy and Jim [16]

Regarding the second phase of Fig. 3, the peak of expectations was reached between
1992 and 1995, according to [15]. It was seen as an innovative solution for both training
multiple types of professionals and for promoting new products, with the end goal of
shocking the viewer [3]. Around the referenced period, companies such as Sega planned
to add features of VR to a gaming console, which never took off from the prototype
phase. This period fits into the timeframe proposed by [15] for the third phase of Fig. 3:
“Trough of Disillusionment”.
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A product that was successful was the SAS cube, also named “The Cave” due to the
parallelism with the Greek-history of Plato’s Cave, which took VR closer to the concepts
described in Sutherland’s “The Ultimate Display” [3]. While it did not fulfil in its full
potential due to graphic and other developmental constraints, it marked a significant
stride forward, positioning itself as a noteworthy moment in the fourth phase depicted in
Fig. 4: the “Slope of Enlightenment.” It is also understood that it is a fine line between
the last two phases and is arguably acceptable to affirm that in 2023 VR is in the last
phase, showing more maturity than ever [15].

3 Research Problem

This paper aims to investigate the evolutionary trajectory of Augmented and Virtual
Reality through a systematic literature review. In preceding sections, an exploration of
AR and VR, along with their historical developments, was presented to provide readers
with contextual insights into past advancements. Transitioning to the present, a dual-
pronged analysis is employed. Initially, a bibliometric research delves into both topics,
illustrating their evolution and underscoring their relevance in academia. The research
sample encompasses the 1000 most pertinent articles from Web of Science, covering
journals and papers for both AR and VR. Biblioshiny, a tool from Bibliometrix, was
utilized for data input and analysis, with the timespan limited to 1992 onwards due to
software constraints. Subsequently, a series of case studies is expounded upon in two
dimensions: a succinct overview of each study and the conclusions drawn by the authors
from their respective works.

4 Results

Having reviewed the historical context, the current section delves into the present land-
scape of AR and VR. Initially, a bibliometric analysis was conducted on both subjects,
showcasing their evolution from the past to the present and emphasizing their signifi-
cance in academia. Subsequently, a set of case studies was studied, featuring a concise
overview of each study followed by the authors’ conclusions drawn from their respective
works.

4.1 Bibliometric Research

As presented in the Sect. 3 of this paper, the beginning of VR doesn’t have a defined
date, but it can be concluded that its birth was around the 1960’s. To evaluate its growth
since that decade, until the present, a bibliometric research was performed on AR and
VR. Due to software’s restrictions, it was only possible to analyze the development of
both concepts since 1992.

First, Fig. 5 presents the main information regarding the “Virtual Reality”. It can be
concluded that it has been growing, as is reflected in its annual growth rate.

Then, Fig. 6 shows the main information for “Augmented Reality”. It can be con-
cluded that AR and VR show similar growth and overall numbers, confirming the affir-
mation on the previous section that these topics go hand in hand. That makes sense due
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Documents Annual Growth Rate

Timespan

1992:2023 424 1000 11.22 %

Authors of single-authored docs| International Co-Authorship Co-Authors per Doc
3372 69 35.6 % 4.36

Author's Keywords (DE) References Document Average Age Average citations per doc
3132 70029 5.54 170.6

Fig. 5. VR main information

to AR being derivative from VR [14]. As such, this analysis will be made in a comple-
mentary manner. That means that different analysis fields will be presented for AR and

VR.

Timespan Sources Documents Annual Growth Rate

1993:2023 380 1000 11.17 %

Authors of single-authored doc International Co-Authorship Co-Authors per Doc
67 34.2 % 4.26
Author's Keywords (DE) References Document Average Age Average citations per doc
3049 69710 4.53 121

Fig. 6. AR main information

The annual scientific production of both AR and VR confirms the growing tendency
presented in the main information before, Fig. 7.
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Fig. 7. AR annual scientific production
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As for trends, the Fig. 8 represents the trending topics from this century, regarding VR
in the utilized database. Curiously, terms such as “high efficiency” and “opportunities”
show up during the last years, confirming the hypothesis that we are currently in the
4™ industrial and scientific revolution [17], which focuses more on sustainability and
efficiency than ever before.

Term
o00
(1 J
(XX
"
00

Year

Fig. 8. VR trending topics

Geographically, the countries that contributed more to the development of AR and
VR in the scientific community are the USA and China, Fig. 9.

Fig. 9. Scientific production related to AR

Finally, the most frequent words that appeared in works about or containing VR are
present in the Fig. 10.
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Keywords Plus

Occurrences

Fig. 10. Most frequent words in work related to VR

4.2 Case Studies

The manipulation of the environment has never had so much use, as explained in the
previous section, given that this technologies, AR and VR, have entered a more mature
phase a few years ago [15]. Its application is quite diverse, and more and more studies
have supported the use of these devices, as seen in the bibliometric research.

This section presents some case studies in various industries and scenarios, pub-
lished during the last 5 years. This period is purposefully selected to display modern
applications of both AR and VR. Through a summary of the studies, explaining the
methodology, results and conclusions, the information is presented to the reader with
the goal of displaying the consequences these technologies, hopefully encouraging the
reader to critically consider the use of AR and VR. Due to the content of the present
study, only the conclusions regarding VR will be presented (Table 2).
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Table 2. AR and VR case studies
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Study

Description

Conclusions

Adding immersive virtual reality
to a science lab simulation
causes more presence but less
learning [18]

This study seeks to understand the impact of
implementing virtual reality on student learning,
self-report ratings, and brain-based measures of
overload. With a sample size of 52 students, a2 x 2
matrix was employed in order to test two factors:
the first was tested in two groups, where one had
only text content in the simulation, and the other
had text and narration; the second factor involved a
simulation with a head-mounted display and a PC
simulation, where two groups were created in
parallel with the two running orders (PC first,
HMD second, or otherwise). The independent
variables of the test were the media usage and
method, and the dependent variables were the gains
(knowledge and transfer)

Although students gained more
knowledge with the help of a PC
than they did with VR
immersion, the study concluded
that those using VR first showed
more presence in the self-report
ratings. With the help of an EEG
(electroencephalogram), it can
be concluded that VR can be
overstimulating,

Augmented reality for training
formation flights: An analysis of
human factors [19]

This study explores the impact of Augmented
Reality (AR) on military pilot training for
formation flights, focusing on performance, stress,
and overload indicators. Unlike traditional training
with two aircraft, the study proposes a wingman
guided by a virtual leader using AR technology.
The prototype includes four scenarios, ranging
from no AR to increasing AR complexity. Key
emphasis is placed on Scenarios 3 and 4, utilizing
leader projection and AR glasses. Performance is
measured by the average standard deviation of the
distance between wingman and leader, considering
training time. Training effectiveness is assessed
through time interval metrics, and workload is
gauged using a combination of questionnaires and
physiological sensors. The experiment involves 10
users with varying flying skills, divided into two
groups—one for each scenario

The limitations of this study lie
on the differences between the
AR version versus the real flight,
due to factors such brightness
and vibration not being present
in the AR case

Regarding performance, the test
results indicate that the training
scenario has significant impact.
However, for training
effectiveness this is not the case.
For workload and stress, the
results ultimately indicate that
the stress levels do not vary
significantly with the training
scenario, although it is curious
that workload is reported to
increase with the AR glasses,
according to the questionnaire.
This was not enough to disturb
physiological measures

(continued)
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Table 2. (continued)

Study

Description

Conclusions

Augmented Reality in Logistics
4.0: implications for the human
work [13]

This study, situated in the context of Industry 4.0,
examines the impact of Augmented Reality (AR)
on logistics, specifically in warehouse operations,
transportation, and training. With the aim of
enhancing traditionally manual logistics processes,
the research addresses two key questions: the
applications of AR in logistics and the resulting
impact of its implementation. Employing deductive
research and drawing on the authors’ experience
along with secondary data from company reports,
the study identifies several practical applications
within the logistics subfields

For warehousing, AR serves as a tool for verifying
delivery notes, checking product locations using
smart glasses, and optimizing picking orders. In
transportation, AR provides real-time traffic data
and optimal routes to delivery personnel via smart
glasses or windshield projections, improving safety
by allowing drivers to focus on the road. In terms of
training, AR surpasses traditional instructional
videos by offering interactive guides that adapt to
individual learning needs, potentially enhancing
worker motivation

This study concludes that AR
shortens the gap between the
worker and its surrounding
environment. It can also offer
other benefits, such as reduced
failure rate and traceability
Finally, the disadvantages
mentioned include the difficulty
surrounding hardware and
software, including lack of
formation in machine learning
and programming languages.
AR can also cause discomfort on
workers, such as headaches and
eye damage. The last
disadvantage to be highlighted
revolves around data sharing and
storage, as is the case with a lot
of other technologies in the
fourth industrial revolution and
technology evolution

Augmented reality in forensics
and forensic medicine — Current
status and future prospects [12]

Due to a high-level of specialization required that
forensic investigators, technological resources such
as computers and displays are essential for these
workers to deliver what they are requested. It is
reported that forensic workers give little to no use
to innovative technologies such as AR. In this
sense, the study details the application of AR in
such a specialized field and evaluates the impact it
has on forensic investigation and forensic medicine.
Four main applications for AR in forensic medicine
and investigation were highlighted: supporting the
forensic pathologist; data presentation; training;
documentation

Previous efforts have come in the form of a
backpack computer that uses GPS (global
positioning system) to track the path of a certain
action, together with the use of a camera that allows
the forensic worker to take notes along the way.
This way, other investigators can pick exactly on
the work done by the first user

This study suggests that AR
holds potential benefits for the
forensic field, particularly in
forensic medicine for extracting
improved case reports using
tools like Head-Mounted
Displays (HMD). However,
further research is needed due to
limited data on this application.
Despite advantages, challenges
include decreased visual quality
and user fatigue with HMD use.
The main hurdle for AR in
forensic fields is the substantial
investment required.
Additionally, the study
emphasizes the crucial need for
tracking stability in AR
technology, posing a significant
obstacle to its immediate growth

5 Future Paths and Conclusions

The future of AR and VR seems to lie in the convenience of usage [14]. This aligns
with a world that’s increasingly convenient for humanity. It can be scary, but the lines
between the real and virtual world are getting more and more blurred, becoming almost
indistinguishable [14]. The SM (Social Media) boom can be seen as a space where
technologies such as AR could enter. SM is undeniably ingrained in most people’s lives.
In 2021 3,5 billion people used these platforms [20], mostly in developed countries,
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and although it has contributed positively, it has also created many problems such as
social relation problems and sleep disorders [21]. That begs the question: would it be
beneficial to mankind if people were even more involved in a computer-manufactured
environment? Of course, it is manipulated by, and a product of, humans. But has been
proved by multiple studies that there is a positive association between social isolation
and problematic social media use [20]. Humans tend to fall to excessive habits, a fact
that has been amplified by online platforms, such as online casinos [22, 23]. Both AR
and VR could easily increase the dopamine release in these types of scenarios, making it
even more addictive. It is then recommended to adopt these technologies into our daily
lives with some consideration. Although it is already present in tools like Instagram’s
filters, it’s arguably still distant from being a necessity rather than a complement.

As presented in the case studies, the application of AR and VR in the various fields
had different results. It can be beneficial, as seen in the Forensic medicine case study,
or it can be prejudicial, as was seen in the overload results from the Flight training
case study. Although there are various studies on both subjects, more work would make
these technologies better understood and would clarify the boundaries of good and bad
application of both.

Regarding the application of these technologies in engineering fields, the outlook is
quite positive, as shown in the logistics case study. It can help operators and managers per-
forming their tasks, optimizing time spent on repetitive activities. As such, it can increase
operational effectiveness and, consequently, provide the company a competitiveness, due
to its time or cost reduction.

As for future trends, the focus is clearly on mobility, accessibility, and improvement
in tracking reliability. AR and VR are also expected to grow in the dimension of the
undeveloped senses of the technologies, given that mostly they rely on sight distortion
[14, 24]. Another global trend is the rise of short-form content [25, 26], which is impact-
ing the development of peripheral technologies towards its disposition, demanding AR
and VR to support readily swappable content [14, 27].

The increasing affordability and accessibility of VR and AR devices are catalyzing
a surge in scholarly interest. As these technologies become more widespread, there is a
noticeable uptick in the quantity of articles addressing VR and AR. The correlation is
clear: increased accessibility leads to a broader user base, driving increased academic
and professional discourse. Scholars are now delving into the multifaceted implications
of these technologies, highlighting the dynamic relationship between accessibility and
scholarly engagement.

Acknowledgment. The research was partially supported by the Polish National Agency for Aca-
demic Exchange within the project “Digitalization in mechanical engineering” (agreement no.
BNI-UE-2023-2).
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Abstract. In this paper, we evaluate several aspects of mixed reality (MR) and
its use in Industry 5.0. In the introduction, we define the term Industry 5.0 and its
connection with mixed reality as akey educational tool. Next, we devoted ourselves
to the scientific interpretation of the terms Industry 5.0 and mixed reality. We then
moved on to software and hardware tools in the field of MR and summarized
the methods and materials in dealing with the topic of mixed reality in Industry
5.0. We assess the importance of MR in Industry 5.0 education, emphasizing its
ability to provide authentic and immersive learning experiences for university
students. Finally, we discuss ways to evaluate the results of MR implementation
in education, including quantitative and qualitative methods. With this article, we
cover a wide range of topics related to mixed reality and its applications in Industry
5.0 and education. By implementing the proposed methodology, we will provide
students with a competitive advantage in their application in the smart factories
of the future.

Keywords: mixed reality - education - methodology - Industry 5.0

1 Introduction

In the context of dynamic industrial development, which is called Industry 5.0, we
observe an evolution in which production and management traditional models are com-
bined with modern information technologies [1]. This era sees a radical transformation in
the way we interact with automated systems, with an emphasis on increasing collabora-
tion and synergistic integration of human labor and technological innovation. Within this
framework, mixed reality (MR) stands out as a promising tool that not only merges the
physical and virtual worlds, but also represents a revolutionary possibility of transform-
ing education in industries [2]. Industry 5.0 emphasizes the need to adapt intelligently
and flexibly to rapidly changing technological trends. In this new industrial age, it is not
only about automation, but also about complex interaction where humans and machines
work together in symbiosis. In the context of education, this means that workers must
acquire new skills and knowledge at a level that allows effective collaboration with
advanced technologies [3]. Mixed reality, as a key tool, offers the tools to simulate real
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work situations and enables hands-on training where employees can gain experience
in a safe and controlled environment. In this light, the door opens to new educational
models that integrate MR into training and educational programs. Simulations created
in mixed reality can provide a realistic and interactive environment for training on new
technologies, processes and procedures. In addition, augmented reality (AR) can play a
significant role in repair and maintenance, where employees can use MR glasses to solve
problems in real time, increasing the efficiency and speed of diagnosis and repair [4].
Another key aspect is the mixed reality ability to facilitate remote collaboration. Work-
ers from different locations can collaborate on projects and share knowledge through
MR, regardless of geographical limitations. This is essential in a globalized industrial
operations environment where there is a frequent need to consult and collaborate with
teams from different parts of the world. In the overall assessment, it is important to
remember that the implementation of mixed reality as a key educational tool in Indus-
try 5.0 requires not only technological investments, but also the transformation of the
educational mind set and adaptation to new educational paradigms. In connection with
the ever-increasing emphasis on the human factor in industrial processes, it seems that
mixed reality represents a promising way to increase the workforce qualifications and
supports the development of modern Industry 5.0 [5]. In this article, we want to provide
an insight into the possibilities of using MR in the education of university students.
Therefore, we must define the basic terms.

1.1 Industry 5.0

It represents the conceptualization of a new stage development in industrial sectors,
which is characterized by a deep integration of advanced digital technologies and intel-
ligent systems with traditional production processes. This approach follows previous
industrial revolutions, from mechanization and electrification in the 18th and 19th cen-
turies to automation and computerization in the 20th century [6]. In contrast to previous
paradigms where the focus is on efficiency and automation, Industry 5.0 emphasizes
human-machine collaboration, where smart technologies such as artificial intelligence,
robotics, the Internet of Things (IoT) and more serve to support and enhance capabilities
of human workforce. This integration aims to create flexible, intelligent and adaptable
production systems that respond to market dynamics and meet individualized customer
needs [7]. Industry 5.0 thus stands for a holistic approach to industrial innovation, cre-
ating a symbiosis between technological progress and human skills to achieve higher
productivity, flexibility and sustainability in 21st century industries.

1.2 Mixed Reality

It is a significant scientific concept that merged the boundaries between the physical and
virtual worlds, creating an innovative interactive environment. MR integrates virtual
reality (VR) and augmented reality (AR) to create a synergistic and immersive experi-
ence where digital objects and information are transferred into a real environment [8, 9].
In this complex model, virtual elements are not limited to creating isolated digital worlds,
but are dynamically linked back to the real world, allowing users to interact with these
hybrid elements. MR requires advanced sensors, image processing algorithms and high
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performance computing systems to create a smooth and authentic experience. The use
of mixed reality is multi-level, ranging from education and training to industrial appli-
cations and medical procedures [10]. This technology moves the digital environment
boundaries and opens doors for new forms of communication, education and collabo-
ration. It provides interesting space for further research and innovation in the field of
interactive technologies. MR was first defined by Milgram and Kishi-no in 1994 [11].
It can also be used as a tool in robotics, which reduces the gap between simulation
and implementation and enables the prototyping of algorithms [12]. The Mixed Interac-
tion model provides a unified understanding of MR systems, considering the interaction
modalities and forms of multimodality involved [13]. The potential of mixed reality in
industry is explored in a range of studies. Heimo [14] and Moser [15] both highlight the
challenges and potential research areas in this field, including interaction and usability,
immersion and storytelling, and international business processes. Holly takes a strate-
gic approach, proposing a systematic method for integrating mixed reality into industry,
with a focus on sustainability [16]. Hain presents a case study on the use of mixed reality
in the presentation of industrial heritage, demonstrating its potential for creating immer-
sive experiences. These studies collectively underscore the need for further research and
development to fully realize the potential of mixed reality in industry [17]. The use of
mixed reality in Industry 4.0 is a growing area of interest, with applications in production
optimization, employee training, and scientific workflows [18, 19]. Guo highlights the
potential of mixed reality systems in vocational training, emphasizing their motivational
effects and pedagogical aspects [20]. Juraschek further explores the use of mixed real-
ity in learning factories, discussing its potential for information visualization, remote
collaboration, and human-machine interfaces. These studies collectively underscore the
diverse and promising applications of mixed reality in the context of Industry 4.0 [21].
Mixed reality, a combination of virtual and artificial objects in the real environment, is
increasingly being integrated into education [22]. This technology has the potential to
significantly impact the future of education, with recent developments and future trends
being explored [23]. In particular, mixed reality has been found to enhance engagement,
critical thinking, and problem-solving skills in students, aligning with the expectations
of a new generation of learners [24]. Furthermore, it has been shown to have benefits
over traditional teaching methods, with positive user reactions [25]. However, there is
a need for further research and refinement of mixed reality solutions for the classroom
[24].

2 Materials and Methods

When solving the topic of our article, it is possible to use a combination of quantitative
and qualitative research methods to get a comprehensive view of the mixed reality impact
in the educational context within Industry 5.0. On the side of quantitative research,
statistical analyzes could be used to evaluate the effectiveness of MR in the educational
process, monitor the success of training and measure improvements in work performance
[26]. The use of questionnaires or survey studies can help collect data on the attitudes,
experiences and preferences of participants in the educational program [27]. At the
same time, it would be useful to conduct qualitative studies, such as interviews and
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observations, to gain a deeper understanding of individuals experiences and perspectives
in using mixed reality [28]. Content analysis of documents, training, and employee
feedback can provide valuable information about the specific outcomes of a training
program. In addition, case studies could be used to support a broader understanding of
successful MR implementations in an Industry 5.0 educational environment [29]. The
integration of these quantitative and qualitative approaches would enable a systematic
analysis of the mixed reality impact on education in industrial environments, offering
valuable knowledge for the further improvement of educational programs in the context
of Industry 5.0 [30]. Therefore, in this article we want to provide a comprehensive view
of the software and hardware equipment necessary for the implementation of MR in the
educational process.

2.1 Software Tools for MR

Mixed reality (MR) software tools can be divided according to their purpose, usage, and
supported platforms [31] (Table 1).

This division is general and many tools can fall into multiple categories depending
on their specialization and functionality [32]. Therefore, we selected the most important
software and created a simple overview:

e Unity 3D: A development engine that supports the creation of games, simulations and
applications in various platforms, including mixed reality. With support for ARKit,
ARCore and other platforms, Unity is a popular tool for creating MR content.

e Unreal Engine: Epic Games’ Unreal Engine is another development engine that
enables the development of large-scale and visually impressive MR applications.
It provides tools for creating both VR and AR environments.

e Microsoft HoloLens Development Tools: To create applications for Microsoft
HoloLens, one of the leading MR devices, Microsoft offers its own development
tools and SDK (Software Development Kit). This includes HoloLens Emulator and
Windows Mixed Reality Toolkit.

e Vuforia: It is a platform from PTC that enables the development of AR applications.
It provides image recognition, motion tracking, and other features that are useful for
creating high-quality MR content.

e ARK:it (for iOS) and ARCore (for Android): These are software tools from Apple
(ARK:it) and Google (ARCore) that provide an environment for developers to create
mobile applications with AR features. They are excellent for implementing mixed
reality on smartphones and tablets.

e ZapWorks: Platform for creating AR and MR content. It provides tools for creating
interactive 3D scenes, image recognition and motion tracking for various applications.

e MixedRealityToolkit (MRTK): An open-source toolkit from Microsoft designed
to simplify the development of MR applications for various platforms, including
HoloLens and Windows Mixed Reality.

e Lens Studio (Snap Inc.): Enables the creation of AR and MR filters for Snapchat. It
is a tool that enables the creation of creative and interactive content.
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Table 1. Classification of MR software according to purpose

Description

Examples

Development Environments

They are intended for
developers and programmers to
create MR applications. They
contain development
environments and frameworks
that enable the creation and
testing of MR content

Unity 3D, Unreal Engine,
ARKit, ARCore, Vuforia

Design tools

They are aimed at content
creators and designers who
create visual and interactive
elements for MR applications.
They help in creating 3D
models, animations and
interfaces

Tilt Brush, Blender, Adobe
Aero, ZapWorks

SDK a API (Software
Development Kits and
Application Programming
Interfaces)

They provide a set of tools,
libraries and interfaces that
allow developers to integrate
MR functionalities into their
existing applications or create
new applications

Microsoft Mixed Reality
Toolkit (MRTK), HoloLens
Development Tools,
ARFoundation

Content creation platforms
for filters and effects

These tools allow content
creators to create MR effects,
filters and interactive visual
stories, especially for social
media

Lens Studio (Snap Inc.),
Spark AR Studio (Facebook)

Monitoring and calibration
systems

They provide technologies for
tracking motion and calibrating
equipment in the MR
environment, thereby increasing
accuracy and stability

Steam VR Tracking,
Microsoft Inside-Out
Tracking

Educational and training
platforms

Tools that enable the creation of
educational content and training
programs in the field of MR

zSpace, Lifelige

Analytical tools

They provide tools for
monitoring and evaluating the
performance of MR
applications, analyzing user
behavior and collecting data

Google Analytics for AR,
Unity Analytics

2.2 Hardware for MR

It must meet specific requirements to enable a high-quality and accurate MR experience.
Indispensable elements are motion tracking sensors and cameras that ensure accurate
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and fast sensing of the surroundings. Powerful computing units are key to processing
large amounts of real-time data and rendering virtual content with low latency. Displays
with sufficient resolution and a wide field of view are essential for the realistic display
of virtual objects in the real world [33]. In the case of main wearers of MR, such as
glasses, ergonomic design, light material and wireless connection contribute to comfort-
able use and freedom of movement. Ensuring reliable power sources is critical because
MR devices often require powerful batteries or other power solutions [34]. Last but
not least, compatibility with connected software and the ability to support updates and
enhancements are important to maintain relevance in the rapidly changing MR technol-
ogy landscape [35]. By combining these elements, it is possible to achieve a full-fledged

MR experience that is accurate, interactive and immersive.

Table 2. Devices and technologies for MR

Purpose

Description

Example

Display devices

They serve to display virtual
content in a real environment.
These can be glasses, special
head-up displays or projection
devices

Microsoft HoloLens, Magic Leap
One, Google Glass

Sensors and Cameras

Sensors and cameras are essential
components for tracking
movement, detecting the
environment and interacting with
the user in real time

Motion tracking cameras, sensors
for sensing the surroundings,
LiDAR sensors

Control devices

Control devices allow users to

interact with the virtual world.

These can be wireless controls,
gestures or haptic devices

Controllers for MR devices, gloves
with haptic feedback

Calculation units

Powerful computing units are
required to process and evaluate
MR content in real time

Internal computing units in MR
devices, computers for delivering
computing power

Connection interfaces

These interfaces allow MR
devices to be connected to other
devices or cloud services

USB-C ports, WiFi, Bluetooth

Batteries and Power

Portable MR devices require
reliable power sources, either in
the form of batteries or other
energy sources

Lithium batteries, rechargeable
batteries

Frames and Carriers

Frames and carriers ensure
comfortable wearing of MR
devices and can be designed to
minimize fatigue or movement
restrictions

Headset systems and belts for
attaching devices, ergonomic stands

Computer systems and Server
Farms

Complex MR applications and
services may require powerful
computing systems and server
farms for computing power and
data processing

Powerful computers, server
equipment
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Based on Table 2, we can conclude that if we want to implement MR in the educa-
tional process, we must choose a display device [36]. An overview of the most commonly
used headset systems is shown in Fig. 1.

Microsoft
HoloLens

Vuzix Blade

Meta Quest Pro

DAQRI Smart
Glasses

2.3 MR Implementation Methodology

Magic Leap One

Epson Moverio
BT-300

Head Mounted Display

Smart glasses

Lenovo
ThinkReality A3

ThirdEye Smart
Glasses

Fig. 1. Headset systems for MR

Google Glass

RealWear
HMT-1

Apple Vision
Pro

And other

It includes a series of steps and procedures that are necessary for the successful devel-
opment and deployment of MR applications [37]. This methodology is often agile and
iterative, emphasizing testing and getting user feedback throughout the process [38, 39].
The simplified algorithm includes the phases shown in Fig. 2.
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Fig. 2. Structured methodology for the creation and implementation of MR
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3 Results

If we want to evaluate the created methodology, we must realize that the use of mixed
reality (MR) in the education of students at universities in the context of Industry 5.0
represents a revolutionary approach that transforms traditional educational methods.
As part of Industry 5.0, where modern technologies, automation and digital trans-
formation are integrated, MR opens up new possibilities for interactive and practical
education. Through MR applications, students can simulate complex production pro-
cesses, analyze digital data in real time and work with advanced technologies, thus
preparing for the demanding challenges of modern industry (see Fig. 3). For example, in
engineering, students could create 3D models and simulate engineering solutions in an
environment that matches real industrial settings. They could also experience practical
maintenance and repair scenarios in simulated production facilities through MR.

Fig. 3. Examples of current use of MR in industry

This form of education not only stimulates active participation and increased engage-
ment of students, but also allows a safe environment for error experiences and experimen-
tation. All in all, MR in the education of university students in Industry 5.0 represents an
innovative tool that not only emphasizes theoretical knowledge, but also enables prac-
tical preparation for the diverse and dynamic challenges of the current industrial sector.
Therefore, we want to analyze the main aspects of the use of mixed reality (MR) in the
context of modern industry. In the field of education, we can use MR for various areas
shown in Fig. 4.
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Fig. 4. The use of MR in education

Mixed reality (MR) can be used in the educational process in a variety of ways and
offers students new and interactive learning experiences. Some options include virtual
field trips, which allow students to visit historic sites, laboratories, museums, or other
locations in a virtual environment without a physical presence, providing access to edu-
cational content that might otherwise be unavailable. MR makes it possible to create
simulations for different fields such as medicine, engineering or the military, allowing
students to practice different skills in a safe and simulated environment. Interactive ele-
ments of mixed reality can motivate and increase student engagement through visual
and auditory cues, making learning material more interesting and memorable. In sci-
ence and technology, MR can provide access to virtual laboratories where students can
experiment and observe real scientific phenomena. It can also be used to create 3D mod-
els, animations and interactive visualizations, improving the understanding of abstract
concepts. Virtual classrooms and collaboration in MR allow students and teachers to
communicate, collaborate, share information and solve problems in real time regardless
of geographic location. MR can facilitate personalized learning experiences tailored to
individual student needs and learning styles. In addition, it promotes skill development
and software expertise by allowing students to work with specialized software in a sim-
ulated environment. In language learning, MR can be used to improve communication
skills through interaction with virtual characters and scenarios. The integration of mixed
reality into the educational process offers students new and innovative learning oppor-
tunities that improve understanding and interest in the subject matter. For the sake of
a comprehensive view, we must return to the scientific, technological, pedagogical and
economic aspects of this problem.

In the context of education in Industry 5.0, MR plays a key role in creating authentic
and immersive learning experiences. MR offers the ability to simulate complex industrial
scenarios and environments, allowing students hands-on and interactive experiences in
a safe and controlled environment. In this way, MR has the potential to create a bridge
between theoretical education and practical training, thereby effectively responding to
the needs of Industry 5.0.
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One of the main questions is the effectiveness of MR in achieving educational goals.
We can claim that research indicates that students who used MR achieved better results in
knowledge, skills and practical abilities compared to traditional methods of education.
This effectiveness is supported not only by quantitative data, but also by qualitative
feedback from students and instructors who emphasize the immersive nature of MR.

The disadvantage is especially the economic aspect of MR implementation in indus-
trial training programs. Taking into account the costs of technology, software develop-
ment and professional training of personnel, today MR is unprofitable. We will see the
huge potential in long-term benefits after the return of investments, with an emphasis on
how MR can contribute to better preparation of the workforce in Industry 5.0.

An important point is also the future MR using in the industrial education of students.
Today’s generation of students spends a lot of time on mobile phones, and headsets
represent the next level of mobile display unit. Future technological innovations may
strengthen the role of MR in industry. This can create a market demand for the readiness
of students to master the basics of technology and knowledge about MR.

All in all, MR represents a valuable and prospective educational tool in Industry 5.0.
The combination of authentic learning experiences, better efficiency and prospective
economic benefits underlines its key role in the current industrial context.

4 Conclusion

Mixed Reality (MR) has proven to be a revolutionary educational tool within Industry
5.0, providing unique and immersive learning opportunities for university students. In
the course of this analysis, we have shown that MR not only creates a bridge between
physical and virtual environments, but also profoundly affects the way education adapts
to the dynamic needs of modern industry.

Its contributions in the pedagogical process are far reaching. MR stimulates the active
engagement of students who can interact with virtual scenarios and experiment with
advanced technologies, creating authentic learning experiences. The visual, auditory,
and tactile aspects of MR make abstract concepts concrete, promoting deeper under-
standing and retention of information. MR software and hardware tools complement the
pedagogical process, allowing students to simulate a real work environment and solve
practical problems. In this way, MR not only increases the quality of education, but also
effectively contributes to the preparation of students for following challenges and inno-
vations in Industry 5.0. At the same time, however, we recognize that with these benefits
come challenges, such as technological limitations and the costs of MR implementation.
Nevertheless, it cannot be denied that MR represents an inherent element of modern
education that reflects the needs of the digital and automated industrial environment.

The conclusion of this article shows us that MR is indeed a key educational tool in
Industry 5.0. Its importance in the education and preparation of students for future work
challenges in the industrial sector is evident and is still evolving. In order to preserve the
relevance and effectiveness of MR in the pedagogical process, it is important to continue
to monitor technological developments and adapt educational strategies to the needs of
the ever-changing Industry 5.0
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Abstract. The development of innovative Industry 4.0 technologies and
widespread digitalization have enabled manufacturers to find innovative ways
to optimize production operations. One way to assess the transformation of an
enterprise is the ADMA method, which involves assessing the digital maturity of
the factory. The audit carried out as part of the creation of the company’s roadmap
aims to determine its maturity in seven areas. The roadmap recommends tech-
nologies for each transformation area and the benefits that can be obtained from
their use. Various Lean Manufacturing methods can be significant at each of these
stages. The article assigns Lean Manufacturing methods to each transformation,
which support the development of the company in their area. Based on a literature
review 15 Lean Manufacturing methods were selected, such as: Hoshin Kanri, 58,
Single-minute exchange of dies (SMED), Total Productive Maintenance (TPM),
Kaizen, Modern QFD, Standardization, Plan For Every Person, Training Within
Industry (TWI), Value Stream Map (VSM)/MAKIGAMI, POKA-YOKE, System
PULL, One-Piece Flow, Just-in-Time (JIT), Heijunka.

Keywords: Industry 4.0 - Lean Manufacturing - ADMA method - digital
transformation - digital lean

1 Introduction

Nowadays, competition between the economies of the world drives the development of
their industries. Therefore, costs, product quality as well as the time of their production
and delivery are becoming more and more important. The concept of Lean Manufactur-
ing fits perfectly into this trend and is one of the commonly used methods to increase
production efficiency. Lean Manufacturing focuses on optimizing production by deliv-
ering things in the right quantity to the right places at the best time to minimize waste
and implement workflow. The most commonly used Lean tools are Hoshin Kanri, 5S,
single-minute exchange of dies (SMED), Total Productive Maintenance (TPM), Kaizen,
Value Stream Map (VSM), Just-in-Time (JIT) [6].

In recent years, the development of technologies related to Industry 4.0 has had
a particular impact on the development and use of Lean Manufacturing methods [9].
The Fourth Industrial Revolution is based on the development of automation, i.e. com-
munication of industrial systems and devices in order to obtain data allowing for the
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optimization of work and processes [7]. It includes technologies such as the industrial
Internet of Things (IloT), cloud, edge computing and digital twins, as well as other defin-
ing concepts such as machine-to-machine (M2M) communications and cyber-physical
systems (CPS) technologies [5, 7]. These innovative technologies support increasing
efficiency at every stage of the production process.

Implementation of Industry 4.0 means integrating new technologies with existing
Lean Manufacturing systems [2, 4, 8, 10, 12, 13, 15—17]. As a result of this integration,
new tools are created to help increase production efficiency, called Lean 4.0 [3, 11, 13].
These methods are based on innovative technologies and are proving to be more advan-
tageous than those adopted so far. However, also existing methods can be successfully
used to develop a digital factory.

One of the methods of assessing an enterprise’s readiness to implement digitalization-
related transformations conduction an audit according to Advanced Manufacturing
(ADMA) recommendations [1]. This audit aims to assess the factory’s digital maturity
in seven areas: Transformation of Advances Manufacturing Technologies, Digital Fac-
tory, Eco Factory, End-to End Engineering, Human-Oriented Organization, Intelligent
Manufacturing and Value Chain Oriented Open Factory.

Transformation of Advanced Manufacturing Technologies involves the use of state-
of-the-art industrial equipment in factories. Factories of the Future develop their own
special devices used in key stages of production and, as a result, have unique equipment.

Second transformation is when the companies use digital technologies to transform
developed products and processes into real products, systems or services. All employ-
ees are supported by digital and integrated processes. Digital information flow control
ensures simulation of virtual scenarios before real actions are implemented. The digital
factory ensures the validity, certainty and precision of data collected in real time.

The next transformation involves the creation of Eco Factory. Sustainable production
includes a flexible production system based on the availability of raw materials and
auxiliary materials. Such systems are able to close the material cycle in order to optimize
the efficiency of raw material consumption. The goal of the production system is to reduce
energy consumption and use renewable energy sources.

The fourth transformation - End-to-End Engineering - manufacturers from the SME
sector analyze customer expectations and use them as a key development factor and a
starting point for all new solutions and processes. This transformation results in opti-
mization of processes and the maximization of benefits in terms of design, production
and use. Robust, high-quality products, production processes and service delivery are
the result of a cross-functional and cross-functional approach to design.

The next — Human-Centered Organization - this transformation assumes that
employee involvement in the company’s development is very important. Individual fac-
tory workers are properly motivated and supported to fully use their talent, creativity
and initiative to achieve the best possible results. The employer also enables them to
develop competences and skills.

Smart manufacturing transformation can be defined as a combination of the intelli-
gent use of human capabilities, the intelligent use of technology and the implementation
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of a (self-learning) production system. The aim is to achieve maximum efficiency, flex-
ibility and creation of new values for machine operators and workers on the production
floor.

The last transformation is Value Chain Oriented Open Factory. The highest qual-
ity innovations and the most comprehensive technologies are increasingly introduced
by self-organizing networks. Networks are interconnected organizations that generate,
acquire and integrate specific knowledge and skills in order to co-create new solutions,
products and/or technologies. Factories are evolving from single players to networked
organizations that share both risk and capital.

The result of the audit is a roadmap that is a starting point for planning further
steps in the digital transformation process. The report includes recommendations on
the use of tools and technologies for each of the transformation areas and the benefits
that can be obtained from their use. Among these tools, many Lean Manufacturing
methods can be successfully used. In this article, Lean methods are assigned to individual
transformations, which can be used to develop the company in appropriate areas.

2 Research Problem

Digitization of enterprises is not only the implementation of modern digital technolo-
gies, but also the optimization and improvement of both management and production
processes.

One of the methodologies used to verify the level of digital maturity of the orga-
nization is the ADMA method. This method evaluates the company in terms of 7
transformations.

The authors of the article noted that in addition to the digitization process itself, the
ways of optimization and improvement are also evaluated during the ADMA scan of
the company. According to literature review [2, 3, 7, 10, 12, 13, 15, 16] new, especial
digital technologies are implemented with existing Lean Manufacturing systems [2, 4,
8,10, 12, 13, 15, 16]. In article [ 10] authors shown that to increase production efficiency
and develop a digital factory a new tools are created, but also existing methods are
successfully used.

3 Results

Optimization and continuous improvement are the basis of each of the techniques used
in Lean Manufacturing. The principle of operation of these techniques is based on the
PDCA (Plan-Do-Check-Act) cycle, which by its nature leads to the improvement of
processes in the organization. To show the connections between the ADMA methodology
and the implemented Lean Management techniques, an “L” matrix diagram was used.
The diagram presented in Fig. 1 shows the connection of selected Lean Management
techniques with individual digital transformations of the organization, consistent with
the ADMA methodology.

Based on a literature review in the field of Lean Management and the ADMA method-
ology, the authors selected 15 techniques that are applicable and related to 7 transfor-
mations. These techniques included: Hoshin Kanri, 5S, SMED, TPM, Kaizen, Modern



Lean Manufacturing in Digital Transformation of Manufacture 77

Choosen methods used in Lean Management
@
o
[V c
g 2
HAHEE
- SNHEEREEREE
= =l 2 MAMER
] 8@ <|ol=z]| 8
~ cl=| s = a} £
c z| £l s| 0o S|Z|ela ]
= [a) w|o|lo |« S|l<| o n S
% g SI¥|8[s5ls|s|2 é B2 =
ADMA HHAHEHEHEIREEEEEEE
Transformation 1: Advanced Manufacturing
Technologies A rArarara
Transformation 2: Digital Factory v v
Transformation 3: Eco Factory v v
Transformation 4: End-to-End Engineering 'ararcs 'Araracs
Transformation 5: Human-Centered Organization v v v |V
Transformation 6: Intelligent Manufacturing VIV IV IVIV v [ ArErararars
Transformation 7: Value Chain Oriented Open
Factory v v v

Fig. 1. Matrix of connections between selected Lean Management methods and Digital Trans-
formations in the ADMA methodology

QFD, Standardization, Plan For Every Person, TWI, VSM/MAKIGAMI, POKA-YOKE,
System PULL, One-Piece Flow, JiT, Heijunka. For each of the techniques, the connection
with individual transformations was determined based on their characteristics.

3.1 Transformation 1: Advanced Manufacturing Technologies

For transformation 1: Advanced Manufacturing Technologies, connections were defined
between 5 Lean Management techniques, such as:

1. Hoshin Kanri - a management process that adapts the functions and activities of the
organization to its strategic goals. As part of the process, a detailed plan is developed
- usually annual - with precise goals, activities, schedule, responsibilities and metrics.
The basic principles that guide this technique are [Guidelines for Policy Management
JSQC-Std 33-001 (E):2017]:

Leadership: Purpose and direction should be unified, understood and applied by
all employees. A transparent investment policy is implemented that corresponds
to the strategic vision.

Catchball: Formulation of company policy takes place with close cooperation at
the vertical and organizational level and with the participation of key participants
in the process.

Priority approach: Planning focuses on the highest priority factors. Factors that
have less impact on strategy are ignored when formulating policy.

Total people involvement: All members of the organization must be aware of their
role in the organization and must actively participate in activities to achieve its
goals. Employees have qualifications appropriate to operate advanced production
technologies.

Process orientation: Importance is given not only to goals, but also to the process
(understood as a means) that leads to them.
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e Evidence-based management: When formulating policy, ensure that quantitative
targets result from evidence-based analysis. The rapid pace of technology evo-
Iution makes it necessary to collect information and build knowledge to support
investment decisions.

2. 58S - 5 steps containing a set of methods and tools aimed at establishing and maintain-
ing high-quality workplaces, taking into account the principles of ergonomics that
affect employees’ health, safety and quality of work.

3. SMED - (Single Minute Exchange of Die) a set of techniques and tools that allow for
shortening the time of retooling machines, devices and production processes. The use
of this method allows you to raise the standards of organizing the retooling workstation
by organizing the process and all equipment related to retooling. Reducing changeover
times increases the flexibility of production processes and allows for shorter order
fulfillment times.

4. TPM — (Total Productive Maintenance) allows for the creation of cooperation between
maintenance and production. Under the method, operators are responsible for the
maintenance of machines and devices (autonomous maintenance), and maintenance
staff are responsible for planned maintenance. Cooperation organized in this way
allows for improving the efficiency of even heavily used machinery and significantly
reducing threats to production continuity such as failures or unplanned downtime.
Improving work organization, designing and observing maintenance standards, an
effective employee training system and the work improvement process allow for
achieving a high level of Overall Equipment Effectiveness (OEE).

5. KAIZEN - continuous improvement in every area of all company processes allows
for building a culture based on knowledge and effective use of all company resources,
in particular strengthening the potential of the company’s own machinery.

3.2 Transformation 2: Digital Factory

As part of the Transformation 2: Digital Factory, the use of two Lean Management
techniques was indicated:

1. Hoshin Kanri —in the context of taking into account information security management
and digitalization in planning the enterprise strategy. In particular, this applies to
taking into account in development plans:

e moderndigital technologies, including digital twins that will allow direct collection
and exchange of data between production processes and use them for optimization
and decision-making in real time;
using digital solutions and tools to support employees in their daily tasks;
implementation of information security and event management (SIEM) systems
that guarantee the smoothness of production operations;

e integration of ICT applications and digital connection of entire supply chains.

2. Standardization - in the context of creating standards related to data exchange, creating
digital connections, and the method of exchanging information.
3.3 Transformation 3: Eco Factory

For Transformation 3: Eco Factory, similarly to Transformation 2, a link is indicated for:
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1. Hoshin Kanri — in the context of taking into account environmental management
and energy management in the planning of the company’s strategy. In particular, this
applies to taking into account in development plans:

e reducing the consumption of materials, energy, fuel, water and the amount of
waste and emissions in production processes by optimizing production processes
and manufactured products, using materials and energy recovery methods;
collecting current data on the impact of activities on the environment;
application of business processes and management systems that will ensure
minimization of the impact of the company’s activities on the environment;

e using innovative, ecological technologies in product design, industrial processes
and logistics.

2. Standardization — in the context of active compliance with both existing and new
rules, regulations and standards. Introducing standards related to responsible and
sustainable development of processes and products.

3.4 Transformation 4: End-To-End Engineering

Transformation 4: End-to-End Engineering, focuses mainly on analyzing customer
expectations and treating it as a development factor and a starting point for all new
solutions and processes. In this context, companies should use the technique Blitz
QFD®/Modern QFD.

The Blitz QFD®/Modern QFD is a process, that has nine steps and no matrices
(although it may lead to matrices, such as the “House of Quality” matrix shown behind
step 9).

The complete course of action in modern QFD consists of the following stages:

Determining the scope of the project.

Customer segmentation.

Customer process analysis.

Visit to the client’s gemba.

Analysis of customer needs.

Structuring the customer’s needs.

Analysis of the structure of customer needs.
Prioritization of customer needs.

Development of the client’s most important needs.

A R S

This method allows you to obtain products and services designed in accordance with
customer expectations.

Other Lean Management techniques that may be helpful in implementing the 4
transformations may be:

1. Standardization - in order to ensure reliability and predictability, digitally supported
product and process engineering standards are created. Preventive and corrective
actions, product and service changes, transfer processes and production performance
tests are documented and incorporated into key performance indicators for new
products, processes and services.



80 A. Terelak-Tymczyna and B. Niesterowicz

2. Kaizen - The principles of continuous improvement are applied to both manufacturing
and engineering processes. Every employee is open to new and better ways of working
and is committed to continuous progress.

3. POKA-YOKE - designing products that are designed in a way that ensures their
safety and failure-free operation.

4. PULL system, One-Piece Flow, JiT - to ensure production enabling the scheduling
and production of products in accordance with customer orders and commissioning
production for a specific order.

3.5 Transformation 5: Human-Centered Organization

Employee involvement in the company’s development is an extremely important goal
of Transformation 5: Human-Centered Organization. As part of this transformation,
individual factory workers must be transformed into work groups with autonomy and
space to fully utilize their talent, creativity and initiative (in the context of an innovative
organization). The organization provides an approach to the systematic development of
competences and talents through tools such as Plan For Every Person.

Individual employees can work on their development through various teaching tech-
niques and are supported in assessing possible development paths. Experiences gained
are disseminated through various methods, ensuring knowledge accumulation. For this
purpose, you can use the TWI - Training WIthin Industry technique, which is a pro-
gram supporting the development of management skills among experienced operational
employees and low- and middle-level supervisors.

Hoshin Kanri and Kaizen techniques are also related to activities within this
transformation.

Hoshin Kanri — as part of developing a strategic plan, the company should:

e provide a specific translation of goals for each team, so that teams receive tasks in
areas that they can influence, implement and improve through their own initiatives;
e stimulate the company to be flexible and change-oriented. Leaders should actively
promote the drive to grow by openly communicating future opportunities;
present a clear and repeatable vision to everyone;
define development paths for all employees;
ensure open communication.

Kazien is the continuous improvement of the organization by employees who are
open to changes. As part of the Kazien program, a plan for continuous improvement of
the organization should be developed, employees should be supported in implementing
their ideas and an environment open to cooperation and the activities of quality circles
should be created.

3.6 Transformation 6: Intelligent Manufacturing

Intelligent production, which is the basis of Transformation 6 in the ADMA method, is
a combination of the intelligent use of human knowledge and competences, intelligent
technologies and the implementation of an intelligent production system. Due to the
Transformation goal of achieving maximum efficiency and flexibility and creating new
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values for machine operators and workers on the production floor, most of the selected
Lean Management techniques are related. The use of techniques that directly improve the
flexibility of production processes was selected, such as: 5S, SMED, TPM, KAIZEN.
In order to ensure quick response and adaptation to changing orders from customers, it is
proposed to introduce: PULL System, One-Piece Flow, JiT and Heijunka. To ensure
high quality of manufactured products and to fulfill First Time Right orders, it was
proposed to introduce the POKA-YOKE method. Additionally, to eliminate waste in
production processes and increase their flexibility, the value stream in processes should
be mapped, for which we will use the VSM or MAKIGAMI technique.

However, the use of Hoshin Kanri will allow you to define KPIs tailored to produc-
tion processes and ensure the reliability of data collected in real time, which will allow
you to monitor, estimate and improve the company’s performance.

3.7 Transformation 7: Value Chain Oriented Open Factory

As part of the last 7 transformation including the Value Chain Oriented Open Factory,
it was proposed to implement 3 Lean Management techniques: Hoshin Kanri, TWI and
VSM.

As part of Hoshin Kanri — the company should identify all stakeholders beyond the
needs of the customer and supplier. Additionally, the company’s strategy should include
identifying and actively participating in innovation networks for a given industry.

TWI should be used not only within the plant, but also taking into account the transfer
of knowledge and learning throughout the entire supply chain and innovation network.

Value stream mapping (VSM) performed for the entire supply chain will allow us
to identify links that need to be improved and those from which we can obtain valuable
information.

4 Discussion

The article presents the connections between the use of Lean Management methods
and the ADMA method. Based on a literature review 15 Lean methods were selected,
which are most applicable in each of the seven transformations of the ADMA method
These techniques included: Hoshin Kanri, 5S, SMED, TPM, Kaizen, Modern QFD, Stan-
dardization, Plan For Every Person, TWI, VSM/MAKIGAMI, POKA-YOKE, System
PULL, One-Piece Flow, JiT, Heijunka. Based on the characteristics of each Lean method,
was determined the connection with 7 transformations defined in ADMA method. The
most widely used of Lean methods is Hoshin Kanri, because it involves developing an
organizational strategy including production plans and new technologies, process orien-
tation, leadership, total people involvement, building culture of organization. Another
tool with the widest application is Kaizen and standardization. Standardization refers to
four transformations: Digital Factory, Eco Factory, End-to-End Engineering, Intelligent
Manufacturing, within which great emphasis is placed on developing standards related
to the digitization of production processes, energy management systems and environ-
mental standards related to technical documentation of products and standardization of
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workstations and production processes. Kaizen, on the other hand, refers to continu-
ous improvement in terms of improving production processes, machinery, products and
employee development. The transformation in which we can use the most Lean Manage-
ment methods is the sixth transformation - Intelligent Manufacturing. This is due to the
fact that the basis of Lean Management itself is the elimination of waste in production
processes, by increasing the efficiency and flexibility of these processes, building an
organizational culture and creating new values for machine operators and workers on
the production floor, that favors the development of the enterprise, which is the basis of
the sixth transformation.

The proposals for using individual Lean methods in increasing the level of digital
maturity of an enterprise presented in the article are consistent with the results presented
in the literature relating to Lean 4.0 [10] and indicating the connection between the
implementation of Lean methods in the implementation of the Industry 4.0 concept [2,
3,7,9, 11-14].

5 Conclusions

The topic of applying Lean Management methods in the context of increasing the dig-
ital maturity of an enterprise, presented in the article, in accordance with the ADMA
methodology, is very important for the development of SME sector companies towards
Industry 4.0. The implementation of Lean Management methods allows the company to
achieve a higher level of digital maturity.

To sum up, the implementation of a wider range of Lean methods in the company
allows the company to be more open to changes, including in the field of digital solutions,
by:

— defining a transparent investment policy,

— increasing the flexibility of the enterprise,

— 1improving the efficiency of even heavily used machinery and significantly reducing
threats to production continuity such as failures or unplanned downtime,

— improvement of work organization,

— design and compliance with maintenance standards,

— effective employee training system,

— continuous improvement in every area of all company processes

— increasing employees’ awareness of their role in the organization

— using digital solutions and tools to support employees in their daily tasks;

— implementation of information security and event management (SIEM) systems that
guarantee the smoothness of production operations;

— integration of ICT applications and digital connection of entire supply chains

— collecting current data from processes,

— the use of innovative, ecological technologies in product design, industrial processes
and logistics.

— focusing on the analysis of customer expectations and treating it as a development
factor and a starting point for all new solutions and processes

— employee involvement in continuous progress,

— ensuring high quality of manufactured products and fulfilling orders first time right.
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Abstract. The work includes an overview of the possibilities and needs for imple-
menting the exploitation decision-making process regarding the subsystems of the
urban engineering system in the conditions of implementation and operation of
the SmartCity concept. Based on discussions on key operational problems, in the
first part of the article, the SmartMaintenance concept was proposed. Its imple-
mentation allows to maintain the exploitation potential of technical systems at
an appropriate level. The second part of the article includes a proposal of sce-
nario method as a solution of exploitation policy modeling problem. Scenarios
and computer support tools built on this basis enable effective assessment of
the implementation of exploitation processes, which is particularly important in
long-term conditions of significant decision uncertainty. A set of supporting tools
has been developed to implement the SmartMaintenance concept proposed and
described in the article. The final part of the article describes the operation of one
of the most important such tools - the SMOPE. This tool helps create scenarios
and also contains mathematical algorithms to evaluate them.

Keywords: Scenarios - SmartCity - Exploitation - Maintenance -
Decision-Making Process - Exploitation Events - Exploitation Processes

1 An Introduction

The development of urban agglomerations is now increasingly carried out taking into
account the SmartCity concept. This concept involves the use of appropriate methods
and tools, both technical (engineering, IT) and non-technical (organizational, economic,
social), whose intended effects are the sustainable development of the urban community
[4, 10].

The use of innovative, advanced methods and tools in this area allows for the devel-
opment and implementation of the concept of smart cities. They are characterized by,
among others: high safety, effective communication system, reliable utility supplies, etc.
Research and tool solutions are focused on [5, 15]:
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e creation and development of methods and tools supporting the activities of city ser-
vices and residents themselves, usually focusing on several areas, such as delivery
and remote measurement of utilities, transport and road traffic, or lighting, and other,

e integration methods and tools for developed and implemented intelligent subsystems,
in two aspects: the tool aspect and the information/IT aspect,

e implementing and testing methods and tools in a given urban center, and then
supervising their proper exploitation.

The idea of a smart city brings great benefits for residents, there are also technical
problems, that require special attention both at the stage of their creation and during
operation in the urban environment. A key aspect that requires attention is the process of
wear and tear of the parts of the implemented devices, which directly reduces the level
of reliability of exploited systems (Fig. 1).

Advanced exploited systems

Jl generate

exploitation problems
ﬂ , that contribute to

increasing wear of parts

ﬂ , which causes

increasing the intensity and
frequency of damage

, and consequently causes

significant increase in the costs of exploitation
of urban engineering systems

Fig. 1. The importance of exploitation problems in the development and implementation of
innovative exploited technical systems [13].

The use of technologically advanced exploited systems generates, often unrecog-
nized operational, maintenance and repair problems. This increases the wear and tear of
individual components and, as a result, causes damage (unintentional events). The con-
sequence of such a series of situations is an increase in the costs of exploited solutions,
considered both in the economic and social context [1, 12].

The above conditions show the multi-aspect nature of the functioning of urban engi-
neering devices, which cannot focus only on the benefits resulting from meeting the
needs of users/residents. Engineering activities should also take into account unfavor-
able aspects of the use of urban engineering systems, such as aging and wear of individual
elements, as well as errors in operator tasks [2]. The above arguments resulting from both
the analysis and assessment of exploitation problems, as well as the multi-aspect nature
of the issues discussed, became the basis for the authors to undertake research aimed
at developing a methodology for modeling the decision-making process regarding the
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operation of urban engineering systems, reflected in the long-term horizon. In particular,
the aim of the undertaken research is to develop methods and tools that will answer the
question: What decisions should be made today to ensure that the maximum exploita-
tion potential is maintained in the future? The direct specific purpose of this article is to
identify and review existing knowledge resources useful in the discussed field, as well
as to present the already developed concept and partial tool solutions prepared so far.

2 Assumptions of the SmartMaintenance Concept

The research undertaken was based on the assumption that it was necessary to take into
account the key features of the maintenance strategy in the construction and application of
the developed urban engineering systems. This makes it necessary to develop and follow
the principles of a rational exploitation policy, which should be based on assumptions
based on optimization, taking into ac-count technical, organizational, economic and
normative and legal criteria [6, 13].

The authors propose the use of a concept in this area called SmartMaintenance.
This concept is intended to provide comprehensive support for operational activities,
taking into account both aspects related to the operation of urban engineering devices
and technical services performing traffic maintenance tasks.

The SmartMaintenance concept within a SmartCity idea is presented in Fig. 2.
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Fig. 2. The SmartMaintenance concept within a SmartCity idea [13].

The proposed SmartMaintenance concept includes three modules that refer to
subsequent stages of identification and maintain of events and exploitation processes.
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In this regard, we can distinguish:

1. Module 1 is a representation of tasks relating directly to exploitation events. It is
assumed that an exploitation event is a state change between two classes of states.
Therefore, developed models of the exploitation events should be based on the
collection of:

e data regarding the features of the state of objects along with the boundary
conditions of state changes,

e information about borderline circumstances of state changes (causes, course and
effects of operational events).

2. Module 2 is a representation of tasks relating directly to exploitation processes. It is
assumed that the exploitation process is, identified and ordered in time, a set of events.
In this context, this module focuses directly on methods and tools for implementing
and supporting operate and maintenance activities. The result of the identification and
analytical tasks within this module is a set of time-dependent models of exploitation
processes (diagnostic or reliability oriented). Such models should constitute the basis
for developing the exploitation policy implemented in relation to the analyzed urban
engineering systems.

3. Module 3 is a representation of tasks related to maintenance management. This mod-
ule focuses on taking into account the features resulting from the identification and
processing within modules 1 and 2 and their consolidation within the exploitation
policy. The result of such ordering should be a set of guidelines for making deci-
sions regarding both the operation of urban engineering devices and the activities of
maintenance tasks.

The implementation of the decision-making process reflected in operational and
maintenance activities can be considered in the context of two interrelated directions:

1. Horizontal paths in Fig. 2. These directions represent the implementation and deci-
sion support of exploitation tasks. Tasks located in this area are characterized by
individuality in relation to both the object/component and the scope of implementa-
tion. Examples of tasks, that can be located on one of three paths of this type are:
identification of the course and/or cause of failure, analysis of repair costs, assess-
ment of the impact of increasing the frequency of inspections on the value of the
availability index of the analyzed urban engineering device.

2. Vertical paths in Fig. 2. This direction represents the implementation of operational
processes consistent with the adopted operational strategy. The tasks located in this
area are characterized by comprehensiveness and organizational, technical and eco-
nomic completeness in terms of the operational policy for the technical system of
urban engineering. Examples of tasks that can be located in this area are: shaping the
features of the operational strategy for the urban engineering system, building and
assessing a set of scenarios for the development of the exploitation policy in the long-
term perspective. Efficient implementation of decisions regarding the exploitation of
the integrated urban engineering technical infrastructure system is the result of the
synthesis of information regarding the functionality of all subsystems (modules).
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The SmartMaintenance concept built in this way, allows for shaping and improving
elements of the exploitation policy. In this way, it can be an organizational and technical
tool for controlling and improving the reliability of urban engineering systems and their
components. At the same time, imperfections and limitations can be noticed, which affect
possible difficulties in applying the SmartMaintenance concept in a comprehensive form:

e high dispersion of information in available and used support systems, caused by lack
of compatibility of the tools used, which are a source of information about events and
exploitation processes,

e incomplete information and tool connections between individual exploitation deci-
sion (e.g. separate systems supporting identification, diagnostic, maintenance and
repair tasks),

e insufficient consideration of the exploitation specificity of particular devices, as well
as analytical methods and tools to support exploitation analyzes in the long term
horizon.

The methods and tools used in practice, in the discussed task area, limit the possibility
of using data about objects, events and processes, which are collected and processed on
an ongoing basis during the operation of devices of urban engineering systems.

The methods and tools used in the discussed area do not allow full use of the infor-
mation collected about objects, events and maintenance processes for the purposes of
implementing the exploitation decision-making process. In the context of conducted
research, there is a need to focus on analytical and decision aspects and to approach the
developed methods and tools in terms of practical applications.

3 Selected Exploitation Decision-Making Problems

The key issue of operation, both in the theoretical-model and practical-industrial aspects,
is the problem of making optimal decisions, the effects of which concern the used and
operated technical facilities and also have a considerable influence on the participants and
resources of the implemented exploitation processes8. It results from the assumptions
of decision theory and, on the other hand, the specifi8city of the relationship between
worker and a technical object, which is reflected in the methodology of the basis for
the construction and exploitation of machines and devices, as well as the practice of
industrial conditions of their operation.

The scope of decision-making problems in the operation of urban engineering
devices is well recognized. The subject of selection usually concerns the shaping of
features, that influence the technical and organizational environment on the operation
of individual devices during their exploitation. Cyclical nature of exploitation processes
makes decision-making problems predictable and repeatable. In particular, key decision-
making problems arise from the constant desire to increase equipment operating periods
and reducing downtime periods, while maintaining a high level of quality of works
performed. Decisions made in this regard concern both engineering, organizational and
economic aspects that de-fine the exploitation conditions for urban engineering devices
in a specific location. This approach means that the specificity of exploitation decision
problems is shaped by features that concern the variability of certain (predetermined) and
uncertain features in the context of observing the results of the decision made (Fig. 3).
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Fig. 3. The course and scope of changes of characteristics of the observed effects/consequences
of exploitation decisions [13].

4 Scenario Methods in the SmartMaintenance Concept

One of the ways to solve the decision-making exploitation problems of the SmartMain-
tenance concept, described in the previous point, may be the use of scenario meth-
ods for modeling future exploitation variants, which will allow for the assessment and
implementation of decision-making process in the long-term exploitation horizon.

Future variant modeling involves developing assumptions and images for the purpose
of describe how events will unfold in a period well ahead of the current moment.

This is intended to optimally prepare and implement the decision basis by identifying
and supervising the course of changes of specific features of devices and exploitation
processes.

Within future modeling methods, two opposing concepts can be distinguished, where
the scenario could be [11, 14, 17]:

e the forecast, which is the result of math processing as quantitative and computational
form in nature,

e the vision, which is the result of a search for future characteristics, as unmeasur-
able descriptions and facts; a good vision is concise and comprehensible, but lacks
measurability and unambiguity.
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The industrial exploitation specificity described in the previous point justifies the
construction of scenario models taking into account both the features that are the subject
of forecasting and the descriptions that are the subject of creating a vision. The forecast
may be an input element for an exploitation scenario project. In particular, the input
should include a set of data and information describing the main goals of the scenario
project. In addition, conclusions resulting from the procedures for developing scenarios
and their verification in the area of industrial practice, in the context of the possible
behavior of a selected technical object or the functioning of a maintenance organization,
require reliable test data, which in this aspect should be quantitative forecasts. In turn,
the vision may be one of the elements of the exit from the exploitation scenario project
- showing, in a simple and understandable way to the operators-recipients, the effect of
the potential events and situations showed in individual scenarios.

5 Scenario Methods and Tools in the Aspect of Exploitation Issues

The practical effect of the scenario modeling process should be a set of recommendations
that respond to potential events that may occur in the exploitation cycle. This set is most
often built as part of the script process, carried out according to an adopted methodology.
Such a process is cyclical and iterative rather than linear and single.

There is considerable freedom and interpretative diversity in the aspects of modeling
future variants, which contributed to the creation of many methods and techniques used
in the implementation of scenario procedures. In this respect, three key scenario concepts
can be distinguished, susceptible to modeling exploitation problems, in particular:

1. The concept of intuitive logic, which brings together those methods and procedures
in which the generation of future variants is the result of a creative thinking process,
based on the knowledge and experience of the participants of the scenario team based
on the experience and opinions of people creating the scenario team. In this area,
there are SRI, GBN, TAIDA and PBSS models [3, 7, 11].

2. The La Prospective concept, the assumptions of which are consistent with the
assumptions of the intuitive logic concept, but subsequent stages are supported by
mathematical models and IT tools [6, 14].

3. A probabilistic concept that is related to statistical analysis. The basis of this method
is the simultaneous or separate use of two methods: the TIA (Trend Impact Analysis)
and the CIA (Cross Impact Analysis [9, 18].

6 The Way of Implementing the Exploitation Scenario Procedure
in Accordance with the SmartMaintenance Concept

In the aspect of the large spectrum of ways, that can be used to exploitation scenario
modeling the exploitation future (presented in the previous point), a meth-od (course)
of implementing the scenario procedure was developed, common to each of the above-
mentioned concept (Fig. 4).
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Fig. 4. Method of building and implementing the exploitation scenario procedure [11]

6.1 Phase A: Preparation of the Exploitation Scenario Task

Phase A is, on the one hand, of an orderly nature and, on the other hand, of a formal
nature. The orderly nature is manifested in the need to determine the parameters of the
scenario procedure, such as: target time of the analysis, methods and tools used, scope
of resources. The formal nature concerns the specification of the main scenario problem,
based on the identification and characteristics of the analyzed case. The main scenario
problem, often expressed in the form of a focal question, is the time point, to which the
effects of the scenario procedure relate.

6.2 Phase B: Examination of the Exploitation Features of the Scenario
Environment

Phase B involves the identification of those features and their values that refer to both
the operating conditions of the analyzed object or organization and the con-text of such
functioning. In this case we are talking about:

e the so-called external and internal environment, or closer or further environment.
The identified features, which, depending on the methodological approach, may be
qualitative or quantitative, are subject to processing in order to select.
the so-called main driving forces, among the identified external features.
the so-called main key factors, among the identified internal features.

The result of phase B is a set of features in the form of driving forces and trends,
organized using methods and tools, the selection of which is individual and adequate to
the adopted goal and scope of the scenario project.

6.3 Phase C: Construction and Description of the Future Exploitation Variants

This phase is the most empirical of all phases of the scenario project. This phase involves
generating and verifying a set of environmental factors, based on the features identified
in phase B, and then developing a model (schematic) and narrative form of scenarios
(Fig. 5). The goals set in this phase are achieved in several ways, depending on the
selected or defined methodology and tool capabilities, including:

e identification of a clearly defined number of scenarios (most often - four), by selecting
and differentiating several (two or three) features, that, in the analyzed conditions,
show a high level of uncertainty and have a high impact on the analyzed problem,

e generating scenarios as a result of a combination of features (environmental factors),
and then limiting their number in the ranking process, based on the expert assessment,
or determined probability measures.
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Fig. 5. An example layout of four scenarios [6].

The task concluding phase C may be to develop images of the expected future, which
are called scenario content, visions of the future, or plots. This is done by conducting
a process of logical and credible narration, within three aspects: the title, the course
of possible events and credible and understandable end results. The content of the sce-
nario is an extension and interpretation of the identified possible images of the future,
which, using assumed narrative forms and character traits, should provide answers to
the questions.

A. What could the image of the organization under consideration or the course of the
analyzed phenomenon look like in the assumed time window?

B. What situations might be needed to achieve the result?

C. What entities and factors may influence the assumed course of events?

6.4 Phase D: Assessment of the Decision-Making Context

This phase is transformation of a creative and rather abstract approach into practical
implementation of defined guidelines in relation to the organization’s strategic intentions
and requirements. The great diversity of fields and areas in which scenario modeling is
attempted, as well as the specificity of the analyzed problems in organizations, means that
this phase is characterized by particular individualization within individual approaches
and concepts. The author’s analysis of classic model scenario procedures, supplemented
by verification of case studies, showed that the tasks in this phase can be assigned to one
of two groups:

1. Assessment of developed scenarios in the light of organizational assumptions and
requirements. Such an assessment involves confirming the logical correctness as well
as the compliance of the developed possible future events and situations with the
laws and general principles of the surrounding real world (e.g. the laws of physics).
According to the author, the most useful concepts for implementing such an assess-
ment include: analysis and assessment of the problem in the environment of individual
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scenarios, i.e. the so-called wind tunnel, trials of the future [14], analysis of the sce-
nario learning process, i.e. examining the influence of scenarios on possibilities of
organizational changes, or a subjective (survey) assessment of satisfaction and prac-
tical usefulness of scenario models in the organization or in the aspect of the situation
under consideration.

2. Assessment of the effects and/or consequences of decisions for the organization.
Such an assessment involves identifying the degree of coherence and correlation of
the current key features of the organization’s functioning with the assumptions of
individual scenarios. This allows, on the one hand, to monitor changes in the actual
picture of the situation and correct decisions in the direction previously determined
and considered correct, and on the other hand, it allows for possible preparation for
difficult and uncertain situations in given spatial and temporal conditions [16]. For
the purposes of implementing such an assessment, it is necessary to define quan-
titative measures, which may take the form of the so-called leading indicators and
signposts, i.e. early warning indicators regarding changes in driving forces, trends
and maintaining direction.

Scenario assessment, which is the last stage of the procedure, is of key importance for
decisions made and actions taken on this basis, as well as for possible effects observed
at an expected or given point in time in the future.

The scenario assessment model should:

aim to select a scenario for implementation,
enable the determination of the potential of the exploitation policy of technical system,
at the initial moment of applying the scenario,

e cnable the assessment of the potential of the technical system at any time during its
exploitation,

e cnable the assessment of the convergence of changes in the exploitation policy in the
context of the developed scenarios,

e enable modification of scenario assumptions during the development of the exploita-
tion situation and changes in the characteristics of the operated technical object,

e be based primarily on the model, whose results are quantitative, and this allows for
mutual comparison of scenarios, as well as relating the features of the scenarios to
the features of the operational policy.

From a mathematical point of view, the assessment of scenarios should be adapted
to the assessment of the operational policy (exploitation potential) implemented for the
selected technical system. In this regard, there are several possibilities:

1. Use of assessment methods derived from scenario applications. Key scenario con-
cepts, in addition to descriptions of scenario construction procedures, also include
proposals for evaluation measures. For example, the CIA (Cross Impact Analysis) or
TIA (Trend Impact Analysis) methods mentioned in point 5 are directly mathematical
and refer directly to statistical models that should be used in the assessment of the
developed scenarios. It is also possible to use quantitative variant methods, which
are built on the basis of expert assessments, which are then objectified in the area of
constructed trees or networks. Examples of methods belonging to this group are AHP
(Analytical Hierarchy Process) and Delphi [6].



94 A. Loska et al.

2. Use of assessment methods derived from exploitation applications. Exploitation
assessment methods make it possible to determine the exploitation potential and,
above all, changes in this potential of a technical system during its working. In this
respect, two groups of measures can be identified:

e diagnostic measures, which are a set of features (usually in the form of time series)
as a result of observing selected symptoms,

e exploitation measures, which are a set of indicators, as a result of the observation
of selected events and exploitation processes.

In the discussed area, the exploitation measures seem to be particularly important
and valuable. They take into account not only changes in the features of the object, but
also organizational and economic changes in the environment of the operated technical
system. The specificity of many exploitation indicators (including MTBF, OEE and KPI),
as well as their reliability (statistical) nature, are more directly adapted to the specificity
of the scenario structure.

7 Scenario Module of Exploitation Policy

A key practical aspect of the scenario methodology is the possibility and need for com-
puter support of selected tasks of the developed procedure. An example of a supporting
tool is the SMOPE system, which is an important part of the research. The diagram of
structural and functional connections of SMOPE parts is shown in Fig. 6.

SMOPE’s mission is to:

e possibility of effective implementation of the exploitation policy modeling method-
ology and the exploitation scenario modeling methodology,

e supplementing the scenario procedure with analytical solutions,

e verification (confirmation) of the correctness of the developed models and procedures.

The concept of the SMOPE module directly reflects the course of calculations and
the visualization of their results carried out within the scenario methodology. is a tool
built in object-oriented technology, which allowed defining connections between the
most important elements within the source code. The objects mentioned are defined on
the basis of layers separating separate structures of input data, output information and
procedures.

Activities carried out using SMOPE can be divided to the three-layer system. The data
layer, which in this case has the nature of a data warehouse. The idea of such a solution
is based on the assumption of purposeful use of the company’s existing data resources
without interference or modification of the IT solutions used in the company. Therefore,
the data warehouse developed using the MySQL relational database management system,
through the SQL data exchange mechanisms in the SQL:2003 standard, enables ongoing
collection of data that:

e can be obtained from a system supporting the handling of exploitation events and
processes operating in the enterprise (CMMs/EAM class system),

e can be entered into the database directly within SMOPE, using mechanisms for
building the exploitation policy and scenario models.
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In addition to the function of defining and storing the structure of built models, the
tools included in the data layer enable the use of space for data and information for the
purposes of conducting all calculations, storing intermediate and final results, as well as
visualizing the results of conducted analyses.

The analytical layer, which in structural terms includes a set of algorithms interpreted
using the PHP scripting programming language version 5.2.4. The task of the tools
included in this layer is to implement procedures enabling the determination of individual
taxonomic measures.

The visualization and interpretation layer is based on mechanisms developed using
JavaScript, using the w2ui, jQuery libraries, CSS and HTML, allows you to generate
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the results of assumptions made and calculations performed, in terms of numerical and
tabular summaries, as well as graphic layouts.

8 Summary and Conclusions

This article is the result of the authors’ research on the methodology of mainte-nance
management of technical systems. It is an attempt at a synthesis covering the issues of
shaping and supporting the decision-making process of exploitation of urban engineering
systems using scenario techniques.

The concept of using scenario models, dedicated to the specific implementation
of operational processes in conditions of significant decision uncertainty, allows for
expanding the methods of shaping and assessing the operational future with methods that
take into account alternative multi-threaded sets of continuous in time or discrete images
of reality. Developed in this way the exploitation scenar-io modeling methodology,
based on the resources of assumed and predicted fu-ture data on the implementation of
processes, adopts a new approach to the deci-sion-making procedures in maintenance
management processes.

In order to assess the correctness and usefulness of the concept proposed in the
article, a tool environment was developed - the SMOPE computer module. This module
allows you to support and implement the scenario procedure according to the adopted
technical and organizational assumptions.

The conducted research confirmed the possibility and validity of using scenario
methods in the area of management in maintenance of machines and devices. However,
according to assumptions, specificity and methodological and tool limitations, it should
be noted, that:

e scenario modeling methods describe equivalent images of the exploitation future,

e exploitation scenarios are not direct maintenance tasks procedures, but constitute a
set of indications for developing an exploitation policy,

e scenario modeling methods are largely uncertain, especially in the long-term per-
spective, therefore the created scenarios are dynamic and change discreetly over
time.

It is worth noting, that although the presented solutions are considered in the content
of the work in the limited context of urban engineering systems, the developed method-
ology is universal, which can be extended to technical systems of other classes (e.g.
technical production systems or technical transport systems).

The environment of the technical system being used is important in the scenario
methodology, therefore it is advisable to conduct further research on taking into account
the context methods [8]. Research in this area is currently being conducted and the results
will be presented in future publications.
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Abstract. The paper introduces a method for online detection of root-cause
machine and bottleneck identification in manufacturing systems, aiming to
enhance reliability and productivity. The study addresses the interconnected nature
of manufacturing systems, emphasizing the impact of equipment faults on overall
performance of the line. Existing fault propagation methods are discussed, high-
lighting the need for a comprehensive approach considering the entire production
process. The proposed root-cause algorithm utilizes a digital shadow concept, ana-
lyzing machine states and historical data to identify the primary source of faults.
The study focuses on machine workstates, distinguishing between internal and
external causes, thus determining the root-cause machine affecting the entire line.
A Gantt chart-based approach considers the relative timing of events, enhanc-
ing accuracy in root-cause determination. Bottleneck detection methods are pre-
sented, including analysis of active periods and an arrow method based on machine
blockages and starvations. The study showcases a cloud-based system, LogiX, for
real-time data processing and visualization, integrating Industry 4.0 principles. A
case study evaluates the proposed methods using an 8-h shift period in a bottle
filling&packaging line. Root-cause analysis achieved an 89.23% detection effi-
ciency, demonstrating practical applicability. Bottleneck detection methods, both
active period analysis and the arrow method, identified the Labeller as the potential
bottleneck. In conclusion, the paper provides a valuable contribution to manufac-
turing system optimization, offering a systematic on-line approach to root-cause
identification and bottleneck detection. The proposed methods exhibit promising
results, with potential applications in enhancing overall equipment effectiveness
and production efficiency.

Keywords: root-cause analysis - bottleneck - digital twin - cloud computing -
industry 4.0

1 Introduction

Manufacturing systems encompass human workers, machinery, materials, and infor-
mation. These systems transform resources into finished or semi-finished products [1].
Equipment, a vital component of a manufacturing line, significantly influences quality
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and cost. Its reliability is crucial for a company’s competitiveness. Detecting and rectify-
ing equipment faults is a key approach to enhance reliability, necessitating understanding
the failure propagation path [2, 3].

Current fault propagation methods mainly focus on individual pieces of equipment
[1, 4, 5]. These methods involve qualitative or quantitative analysis of equipment faults
based on causality and prior probability (such as FMEA [6], FMECA [7], and FTA [8]).
They identify the root cause and propagation path by examining the physical connec-
tions among subsystems, components, or their subparts. In other words, a single fault,
through these connections, can impact other subsystems, components, or subparts, lead-
ing to their breakdown or malfunction. As a result, the overall equipment performance
can deteriorate, and the device may cease to function altogether. For a complex man-
ufacturing line, single equipment becomes a node in the equipment network. If a fault
occurs in any equipment, the resulting performance degradation or failure ripples for-
ward and backward through the production process. Consequently, the upstream process
accumulates work-in-process (WIP), while the downstream process experiences a short-
age of WIP. This imbalance leads to a partial or complete loss of production capacity
across the entire manufacturing system. The detection of the corresponding states of the
equipment, i.e., blocked or starved which are the consequences of the failures of either
downstream or upstream equipment is a primary concern of this study.

Identifying the root-cause equipment from which the failure propagated to the line
level is a crucial aspect of finding bottlenecks in the system. The bottleneck is a process in
achain of processes, such that its limited capacity reduces the capacity of the whole chain
[9]. The presence of the bottleneck leads to low throughput of the entire line and results
in the asynchronous operation of all the machines [10]. There exist various methods
for identifying bottlenecks in manufacturing. The first group involves the creation of a
mathematical formulation of the entire process, which in most cases is either difficult or
impossible for complex production system [11, 12]. Other, simulation-based techniques,
entail developing a discrete-event system (DES) model of the process [13]. The advantage
of this approach lies in its ability to ascertain the real-time status of machines, assess
the capacity utilization of each buffer, and monitor every product moving through the
system at any specific time [14]. This method also enables a comprehensive analysis
of system bottlenecks and allows testing various improvement scenarios to gauge their
effectiveness [15, 16]. Another group of methods is based on a close examination of
buffers. In the average waiting time method, the time the product waits in the buffer before
it is processed by the downstream machine is an indicator of the bottleneck. On average,
the longer it takes the products to leave the buffer, the more likely the following machine
is a problem. Analyzing the inter-arrival time can also help to detect the bottleneck. A
bottleneck tends to be less frequently starved or blocked by other machines as there
will be a queue in front of the bottleneck and an empty buffer downstream. Based on
that observation, a variance of the inter-arrival time can be indicative of the potential
problem as the for the non-bottleneck the material flow is disturbed (which is evident in
high variance), while for the bottleneck the flow is even (low variance) [10, 17, 18]. The
other group of methods involves analyzing the machine state: active or inactive periods
as well as being starved or blocked. An active state for a machine is when it is either
currently processing the material or it has the ability to do so (it is neither blocked nor
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starved) but due to its failure, it cannot operate. The inactive periods take into account
“starved” and “blocked” states [19-23].

Finding the root-cause of the problem has been recently adopted into the concept
of digital twin. Papacharalampopoulos et al. developed an approach for identifying the
measured values that may negatively affect the production performance by eliciting
historical data with the aid of Key Performance Indicators. They showed that a digital
twin for real time management of production alarms was feasible [24]. Oliveira et al.
demonstrated an automated method for finding the root causes of problems in complex
manufacturing systems [25].

The main purpose of this work is to demonstrate a method that allows the determi-
nation of the root-cause machine which reduces the performance at the line level. The
secondary objective is to determine the bottleneck which contributes the most to the
reduced performance of the manufacturing system. In the paper, we introduced a system
which uses a digital representation of machines and production lines, which is based on
the Industry 4.0 concept of digital shadow [26, 27]. In the presented case, the models
are fed by a one-way data flow with the state of an existing physical object and a change
in state of the physical object leads to a change in the digital object [28].

The paper is structured as follows: introduction with literature review, methods,
results and conclusion. Methods section describes the architecture of the system and
principles of the proposed root-cause algorithm. It also covers two bottleneck detection
methods: active period and arrow method. Results section includes a case of the real
FMCG manufacturing line. It presents the exemplary results of the root-cause analysis
and the detection of the machine that is considered to be the bottleneck in the system.
The summary and future work is given in the last section.

2 Methods

2.1 System Architecture

In this work, we use a self-developed cloud-based system — LogiX for on-line data reg-
istration, processing and visualization from real manufacturing equipment. The archi-
tecture of the system is briefly summarized in Fig. 1. Data acquisition begins with
components installed on the edge, on premise, in the local factory network. This can
be done using a proprietary LogiX Gate service (an edge connector to LogiX system)
which can run on an industrial PC, Raspberry PI class device or other solution supporting
JavaScript runtime. The system handles various communication protocols in parallel -
Modbus, OPC, HTTP and SQL. It listens for any change in the values of input signals
and sends them to the cloud-based processing. Alternatively other edge components can
be used as long as they produce messages in compatible format, i.e. LogiX can consume
messages originating from Microsoft IoT Edge.

Messages from the edge are in standardized JSON messages delivered from indus-
trial standard OPC UA PubSub JSON format as specified in part 14 of the OPC UA
specification or a simple JSON telemetry format with Azure Time Series Insights [29].
In the cloud, data is received by platform-managed event ingestion service - Azure loT
Hub and published to Kafka topic (Fig. 2). Messages are partitioned inside the topic
based on the source publisher and processed by a cluster of LogiX Processing Engines.
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Fig. 1. Architecture of the LogiX system

It has been implemented as a state-of-the-art complex event processing engine and it is
intended to process huge amounts of events in near real-time speeds. Users can configure
custom rules as simple expressions or complex scripts using C# language and executed
by Roslyn compiler [30].
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Processing rules, signals configuration along with factory structure and supporting
parameters are maintained in dedicated Domain Services (LogiX Lib and LogiX Asset
Inventory). All data, both incoming raw signals and information augmented by the Pro-
cessing Engine are saved in dedicated storage services: SQL Database for relational
queries, Time Series for fast access to temporal data and File (blob) storage for files
(i.e. video files). LogiX backend components supporting domain and client applications
are decomposed into separate microservices dedicated to specialized subdomains (i.e.
Production Order Management, Asset inventory, Reporting/Notfications, User Admin-
istration etc.). They are deployed as containers using Azure Kubernetes Cluster. This
processing architecture is visualized in Fig. 2.
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Fig. 2. Architecture of the data processing system

2.2 Root-Cause Algorithm

Finding the root cause of a line-level stop in a chain of machines requires deeper knowl-
edge about the statuses of individual machines. In the proposed system all of the machines
define two properties for each stop:

1. What is the stop on the machine itself?
2. What is the potential root cause?

We consider 3 work states of internal nature where the machine downtime was
not caused by any upstream or downstream interference in the line: failure, lack of
components and stop by operator.
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Failure state is usually directly identified by the sensor on the machine itself or trig-
gered internally by a machine controller. It means that something prevents the machine
from normal operation (e.g. a fault of some part). Lack of Components (also called Mate-
rial Shortage) state is usually also directly identified by the sensor on the machine itself.
In the event of that state occurring, a machine cannot produce because some component
(e.g. caps) is missing. Stop by operator state is a result of manual operator intervention
in machine operation, preceded by pressing stop or safety button. It is usually done on
purpose to resolve an ongoing failure. When the system spots a pattern that a failure
is followed immediately by a stop by operator, the former becomes the root cause of
the latter. All those three events become a potential root cause for that machine and can
propagate to the others.

Holdup and Idle states occurring on the machine indicate that the root cause is
outside of the machine. Holdup state appears when a machine has to stop because its
subsequent buffer or machine is full or stopped. This suggests that the root cause is
a downstream machine. Idle state is an event happening when a machine has to stop
because its preceding buffer is empty or the previous machine is stopped, indicating that
the root cause is to be sought upstream.

Considering the entire manufacturing line, each machine may at the same moment
be holdup or starved or stopped by an operator or due to its internal failure or lack of
material for processing. From the line perspective and in-depth analysis of OEE losses
the critical is to determine the state of the base availability (BA) machine and its root
cause, which is then associated with the state of the entire line [31]. This makes it
important to determine what was the external cause when the base machine stops due
to an upstream or downstream problem. In the proposed method a focus is given to the
holdup state analysis. Nonetheless, the same mechanism can be applied for idle state,
but with the opposite search direction.

To find a root cause for the holdup, we analyze all stoppages for machines down-
stream, and look for events which can be classified as the root cause. All of the other
states are “transparent”, i.e. there is no “bouncing” the other way: if we are looking for
the cause of a holdup, we never look at the machines before the BA machine even if one
of the downstream machines is in the idle state. Let us consider a simple line consisting
of four machines: Filler (BA machine), Capper, Labeller and Palletizer. Figure 3 shows
an example of the search sequence to determine the original root cause of the Filler
holdup which was caused by the failure of the Palletizer.

If there was no breakdown at this point of time, the Holdup state would not be
associated with any external root cause (Fig. 4).

In order to take into account the behavior of buffers (i.e. the failure propagation
requires to block the machine output which often happens when a buffer gets full) and
shorter reaction times, we will take into consideration the entire period starting from the
maximum reaction time (x) and ending at the moment when a stoppage began - or even
a while after the stoppage started (y) which would allow detecting a situation when the
machine controller did not “report” a breakdown as fast as it should have. The whole
period (x + y) is analyzed, and the first event in this period of time will take precedence
and become the root cause (Fig. 5).
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Fig. 3. Gantt chart illustrating the search sequence to determine the root cause of the hold state
of the Filler — a failure of Palletizer.
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Fig. 4. Gantt chart the situation where the cause of the holdup state was not determined

In a chain of many machines, it is vital to observe the relative delay of stoppages
from the beginning of the observed reaction time (marked in pink range of +1 s/+5 s in
Fig. 6). Using that relative time, it is possible to indicate the stoppage that began first as
the root cause because a stoppage that occurred relatively later could be a consequence
of the problem rather than its cause.

Filler

N\
2 Time

Fig. 5. Gantt chart showing the situation where two potential failures happened within x + y time
window

The time that has passed starting from the set “reaction time” is more important than
the order of machines (Fig. 6).

Specifying buffer delays is especially important when working with long lines. In
that case root causes can take some time to propagate through machines. An example
of two independent failures on Palletizers propagated to two separate holdup states on
Filler is shown in Fig. 7.
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Fig. 6. Gantt chart depicting a sequence of events which were considered in the root-cause deter-
mination. Please note that failure on Labeller was not preferred as the time sequence is of higher
priority than line layout

o T
lbuffor-s: fﬂ
= —

lb\lﬁ« =20s

Palletizer failure failure

2 Time

Fig. 7. Gantt chart illustrating two independent failures which propagated to Filler as two separate
holdups

2.3 Bottleneck Detection

In the proposed system, two bottleneck detection methods are implemented. They both
take into account the periods in which a machine is active, i.e. it is processing or it is
down due to failure excluding interruption states. Those interruptions involve stopping
the machine due to downstream blocking or upstream starving by other machines. The
first method can either be based on examining the longest average active period or the
highest percentage of active time, which are both associated with the potential bottleneck
[20, 21]. In short, a machine operating at a pace closest to its own maximum capacity
has very little idle capacity to use. Both approaches are briefly visualized in the form of
a Gantt chart in Fig. 8 for an exemplary system consisting of three machines working
in the line. Each active period is identified and either average value or the total share
of active period is calculated. A potential bottleneck is associated with the machine
that has the highest average active period time or its share (percentage). This method
requires a history of states collected for a representative amount of time (a shift, day,
or longer). On-line detection of a bottleneck at any given moment is not possible as the
representative observation period is required.

In the second method, if the time the machines are blocked or starved is known,
the bottleneck machine can be easily identified by comparing the numbers for each
subsequent pair in the system [32]. This method derives its name from arrows which are
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Fig. 8. Visualization of average active period and active period percentage methods

drawn from the larger to the smaller value of the blocking and starving total timeshares for
every two machines. If the arrows point to the same resource, it is a potential bottleneck
(Fig. 9).

MACHINE 1 '—V BUFFER 1 BUFFER2 —| MACHINE 3 —>{ BUFFER 3 MACHINE 4 —>»| BUFFER 4
%STARVED 0.0 / 0.0 / 0.0 / 5.0 / 40.0
%BLOCKED 30.0 10.0 40.0 10.0 10.0

Fig. 9. Bottleneck detection with arrow method

3 Case Study

3.1 Root-Cause Analysis

The basis for the analysis was data registered over an 8 h shift period at a bottle fill-
ing&packaging line. The architecture of that line is serial. The line consists of six sub-
sequent machines: bottle sorter, filler, plug capper, capper, labeller and packer. The
machines are connected with conveyors which can accumulate products and serve as
buffers. The exemplary results indicating the detection of two different root causes of
the line downstate is presented in Fig. 10.
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Fig. 10. Gantt chart with indicated root-cause of the problems: a) failure of labeller which prop-
agated to all upstream machines including base machine and b) failure of bottle selector starved
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Capper
-

In the observed period, the root-cause machine was detected correctly in 58 out of
65 cases. This added up to 89.23% of detection efficiency. The performance evaluation
was conducted onsite together with the industrial partner who is responsible for the
daily operations of that line. The method is primarily based on the fixed propagation
times between machines. Those values were assumed by trial-and-error while tuning the
system and considering the most common propagation time between each machine.

3.2 Bottleneck Detection

The same observation period was considered for bottleneck detection analysis. The
input data is a list of events and work states for each machine in the line, together with
their timestamps. Six different states were already automatically assigned based on the
implemented set of rules for the line: failure, holdup, idle, lack, stop and work. Work,
stop, and failure are here considered as active states, while the others (idle, lack, and
holdup) fall into the definition of inactive. The summary of states (in percent) from the
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analyzed period is given in Table 1. Bottle selector was not connected properly to the
system and was excluded from the analysis.

Table 1. The share of all analyzed states as identified by the system

State Filler Plugcapper Capper Labeller Packer

failure 21.10% 3.85% 4.64% 10.12% 11.18%
holdup 17.10% 17.35% 16.04% 5.32% 0.01%
idle 0.00% 15.53% 13.18% 0.00% 45.32%
lack 2.07% 0.00% 0.42% 0.00% 0.00%
stop 9.23% 0.00% 3.36% 6.33% 2.93%
work 50.51% 63.26% 62.36% 78.32% 40.56%

The results of the active period method are summarized in Table 2. The potential
bottleneck is detected as the Labeller. The same potential cause of the bottleneck, i.e.
Labeller, is detected by the arrow method (Fig. 11).

Table 2. The results of bottleneck detection method which bases on active period analysis

Machine Average active period [min] Active period percentage
Capper 110.64 70.4%
Filler 20.51 80.8%
Labeller 167.49 94.7%
Packer 6.78 54.7%
Plugcapper 89.98 67.1%

This can be explained by the fact that subsequent machine — Packer has much greater
processing capabilities and can operate at higher rates when compared to all other
upstream machines. Labeller, however was never noticed to be starved meaning that
there were always products available in the feeding conveyor for labelling. In order to
improve the efficiency of the line, the primary focus should be given to either decrease
its downtime due to failure or lack of material states or to increase its processing rate.
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Fig. 11. Results of bottleneck detection using arrow method

4 Conclusions

In the paper, we presented the online detection method for the determination of the root-
cause machine which reduces the performance at the line level. The method is based
on fixed propagation times between machines which are estimated as the most common
propagation times. This simplification makes it easier to be implemented in the indus-
trial practice but at the cost of accuracy. The accuracy can be potentially improved by
considering instantaneous machine speeds and the current contents of the accumulating
conveyors. The effect of the long-lasting interference is present until accumulation of
the products on the conveyors returns to zero. Nonetheless the achieved accuracy of the
method is above 80% is acceptable from the industrial practice and can be considered
a good rough determination of the root-cause machine in the entire manufacturing line.
Further work will involve the development of the method that takes into account the
long-lasting effect of the chain of historic downtime events (multiple not single) which
eventually propagate to the line level. Further improvements will also include the anal-
ysis of current buffer contents what should lead to the creation of on-line bottleneck
detection in the form of the automated version of “bottleneck walk” method. The esti-
mation of the number of products which have accumulated in the buffers at a time can
be done using vision system. On-line detection of the potential bottleneck can create an
opportunity to immediately and accurately react to the exact problem which causes the
current inefficiency in the process.

To expand the analysis, we showed the method that allows the determination of the
potential bottleneck in the system. A good compliance between the methods which are
based on active period analysis with the arrow method was noted. The arrow method
requires the knowledge of idle and holdup states of each machines, which is usually
not available from Manufacturing Execution or SCADA system, especially online. The
presented LogiX system collects all the information to automatically determine all the
machines workstates at any given time. Using that knowledge, in the considered case
study, we correctly identified that Labeler was the bottleneck machine. The presented
system has already been successfully implemented in multiple factories from various
FMCG companies. The potential benefits of the method as implemented here using the
concept of digital shadow and cloud computing is the accurate detection of the source
of inefficiency in the manufacturing system. The described solution can be generalized
to complex parallel or hybrid production line which operate in the FMCG, Pharma or
automotive industry.
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Abstract. Innearly every domain today, additive technologies are advancing, par-
ticularly in the realms of technical execution and materials. The outcome of these
processes is a faster, more economically efficient, and more precise production
of models tailored to meet the material requirements arising from their intended
purposes. However, all this progress shares a common denominator - the method-
ology of creating models in planar layers. All Fused Deposition Modeling (FDM)
devices, regardless of their construction type, are capable of actively engaging
the ‘Z’ axis in the printing process, not only after completing all perimeters at
a specific height. Current software solutions now enable the modification of the
process of generating planar layers into a form wherein non-planar surfaces are
created in models through active movement along the ‘Z’ axis during the entire
creation phase. The result of this activity is a model with coarse planar layers that
serve as a foundation for creating the eventual non-planar surface. This publication
intends to elucidate the process of modifying G-code for printing in non-planar
layers for specific samples intended for further research. These samples aim to
explore potential alterations in force distribution within the non-planar layers of
various material types in the subsequent research phase.

Keywords: FDM - fused deposition modeling - 3D printing - additive
manufacturing - non-planar printing

1 Introduction

The FDM technology remains one of the most prevalent methods for additive manu-
facturing of plastic or composite models. Its dominance in this realm is attributed to its
accessibility, low economic demands, and a widespread community of users congregat-
ing around projects such as RepRap. Among the numerous advantages of this technology
is the extensive array of materials available for producing 3D models, known for their
mechanical and environmental stability.

FDM technology has found application in manufacturing functional prototypes from
plastic materials with mechanical properties that closely respond to various requirements
resulting from their further use. It is also utilized in producing molds and visual pro-
totypes. The printing duration for a model ranges from several minutes to several tens
of hours, contingent upon the size and complexity of the printed object, as well as the
operational parameters of the device [1, 2].
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1.1 The Current State of Non-planar Plastic Layering Technology

The current endeavor addressing this issue is undertaken by the Center for Additive
Manufacturing at the University of South Carolina. Within their research on expanding
the possibilities of additive manufacturing through robotics, the research specifically
focuses on the non-planar layering of thermoplastic materials. In the application of
this technology to robotic arms, an independent revolver-type printing head has been
designed. Comprising three hotends (Fig. 1), tailored to printing conditions, its funda-
mental operational principle lies in maximizing time efficiency achieved through varying
layer heights in the printing process and employing a combination of non-planar and
planar layers.

Essentially, this involves individual printing heads equipped with nozzles of varying
diameters, actively interchanged during the manufacturing process [3].

Flange

Revolver head

Linear actuator

Heat sink

Heating block

Fan

Fig. 1. The print head adapted for printing non-planar surfaces using a robotic arm [4]

In Fig. 2, various types of non-planar surfaces created by a robotic arm are depicted.
Their fundamental concept revolves around forming a non-planar base that mirrors the
surface of the supporting model. Instead of the customary infill referring to the percentage
value of the interior fill known in the creation of models by FDM devices planar-layered
plastic is used in this case. As mentioned earlier, this planar layering serves as a support
for the upper non-planar surfaces [3].

The application of FDM technology to robotic arms is a current topic significantly
fostering advancements in this technological domain. Similar studies and conceptual
solutions notably contribute to increasing interest in non-planar printing. From the stand-
point of ongoing research in materials, mechanical properties of models, development
of constructions, and software, non-planar printing holds an indispensable position [3].
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Fig. 2. Examples of non-planar models printed using this method [5]

2 Overview of FDM Technology-Current Challenges in FDM
Production Quality

Asmentioned earlier, the publication focuses on the possibilities of altering the method of
material layering using FDM devices. It briefly provides an overview of the current state
and capabilities of contemporary FDM devices while articulately describing the intention
and method of generating G-code for modified non-planar samples. To achieve this, the
Rhinoceros software is employed. The publication delineates the process of execution
and the operational aspects of the software, followed by the subsequent verification of
sample production. In its concluding phase, the publication presents the prospective
direction of research.

Despite the availability of FDM technology since 1989, its most significant growth
has been observed in the past decade. The anticipated growth in this sector of indus-
trial production is estimated to reach $34.8 billion by 2025. This projection anticipates
a planned growth rate of 27% annually within this timeframe [4]. However, despite
continuous development and expansion, this technology has notable limitations. One of
these limitations is that all devices available in the market create models from bottom
to top and solely in planar layers. The utilization of this method results in elements of
FDM devices that are structurally and aesthetically similar, hindering the adoption of
alternative material layering techniques.

2.1 Fundamentals in FDM Technology

The 3D printing process can be divided into three fundamental stages, encompassing all
necessary steps from the conception or creation of a CAD model to its processing and
the creation of the final print [3, 6].

e Pre-production (pre-manufacturing)
This stage, similar to any 3D printing technology, involves the conversion of the object
into a three-dimensional computer-aided design (CAD) model and its export, usually
to the STL/3MF format. The requisite software generates the modeling trajectory,
material consumption, and estimated time [3, 7].
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e Model Creation
The initial steps in fabricating real 3D objects using FDM technology involve cre-
ating a virtual model. Various necessary models are available, directly relating to
the product’s characteristics. One option is a 3D model database accessible during
the production of existing CAD models. Another possibility involves digitizing real
objects, and the third encompasses creating a model on a PC using appropriate soft-
ware. With the increasing prevalence of additive manufacturing technologies, every
CAD program now offers the option to export a virtual model in a suitable format,
further enabling its processing within G-code. Among the processable formats are
stereolithography (STL), OBJ, and the 3MF format. STL is generally considered the
standard. OBJ and 3MF formats contain additional information beyond the model’s
geometry, such as color or information about models with different components [3,
8].

e Slicing
To process files into a format understandable by FDM devices, numerous software
tools are available. Some are developed by the device manufacturer, while others are
not device-specific, allowing for general utilization. These programs can be catego-
rized into two basic groups. The first comprises paid and unpaid programs, often
bundled with specific device types, restricting extensive intervention into operational
parameters and resulting programs. The second category includes open-source pro-
grams. These programs allow significant intervention into operational parameters and
process conditions, along with the script, facilitating precise manipulation of infor-
mation. Evaluated programs include Cura and Simplify3D. These programs enable
all necessary modifications of parameters for custom devices [3].

e Production (Manufacturing)
G-code essentially refers to a numerical control language commonly employed in
computer-aided manufacturing (CAM). It is also utilized to control FDM devices.
G-code contains commands and information guiding the machine. These commands
dictate, for instance, the tool’s movement speed and its final position. In the context
of FDM devices, the tool represents the printing head. G-code also governs other
parameters besides speed and position. It contains information on all device operating
parameters, read from a file during operation. In the past, creating and controlling
machines using commands was more complicated. Currently, numerous generators
automatically create this code for predefined devices [3, 9, 10]. For instance, the
utilization of G-code in FDM devices includes commands like ‘G1 X100 Y100 Z100
E10F2400,” indicating the movement of the printing head to coordinates x = 100, y =
100, z=100. In FDM devices, there’s linear interpolation during movement, meaning
that the speed in axes isn’t consistent. This ensures the printing head reaches the target
coordinate at the same time. The ‘E’ command, regarding FDM devices, implies
extruding 10 mm of thermoplastic material at a maximum speed of 2400 mm/min.
The ‘Gl’ command at the beginning of the line in the relevant part of the G-code
enables the simultaneous execution of these steps. In practice, this line could be
interpreted as the approach of the printing head from a reference point at coordinates
x = 100, y = 100, and z = 100, while extruding 10 mm of material at the maximum
extrusion speed of 2400 mm/min.

e Model Creation
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The method involves melting thermoplastic polymer in filament form, which is grad-
ually fed into the extruder, where it melts and is extruded through the printing head,
depositing layer upon layer onto a flexible substrate. The filament partially liquefies
due to the extruder temperature, maintained close to the melting temperature of the
material used. As the ambient temperature is significantly lower, the material solid-
ifies rapidly. The printing head moves in the X and Y axes, precisely extruding and
depositing material in thin layers onto the substrate. After applying a specific layer,
the head moves upward in the Z-axis and continues applying the subsequent layer.
The result of layering solidified material onto the preceding layer is a plastic 3D
model. The FDM process necessitates the use of support structures for most models
with overhanging geometry. This involves using an additional, typically water-soluble
material, enabling relatively easy removal of support structures after completion [3,
4].
e Post-production

After modeling, various finishing operations are often required based on the prod-
uct’s nature and use. Modifications may involve mechanical or chemical removal of
support structures [3]. Depending on the material and FDM device type, several types
of supports are known. The most common supports are generated by FDM devices
with a single printing head, utilizing the same support material as the model mate-
rial. They differ only in preset parameters used during their creation. Such support
is challenging to remove, particularly from complex-shaped models, often causing
mechanical damage to the model during removal. Devices with multiple printing
heads or devices allowing material combination during production offer a different
approach to support creation. These devices replace the model’s material in the print
area with support material. This permits the use of various support materials, subse-
quently removable using different methods, such as dissolving the support material
in a special emulsion, water, or completely burning it during the sintering process.

2.2 Non-planar Layer 3D Printing Technique

Concerning the application of FDM technology on robotic arms or other atypical con-
structions inspired by these arms, a fundamental question arises: considering the current
state, precision, manufacturing method, and implementation of new materials, is it neces-
sary to approach the production of models from a different perspective? Given the current
trends and advancements in this technology, the improvement of operational production
parameters, and its application to sophisticated device types, innovation within the man-
ufacturing process itself becomes essential. One direction in which FDM technology is
evolving involves altering the approach to generating paths for printing heads or chang-
ing the method of material layering. The current method of generating tool paths involves
dividing the created object into planes corresponding to the layer’s height. Essentially,
each perimeter is created first in the X and Y axes, and only after completion does
the shift occur in the Z-axis. This layering method has been used from the invention of
FDM technology to the present day. This process indicates that FDM devices, commonly
called as 3D printers, operate realistically in 2.5 axes during their operation, as visible
in Fig. 3. Such a method of material layering is associated with the characteristic state
of the surface finish of prints and their varying properties concerning their orientation
to the device’s coordinate system during printing [11].
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Fig. 3. The method of generating individual layers in the planar printing mode [3]

Presently, only narrow groups of researchers within institutions and companies are
delving into this issue, specializing in FDM technology. One of these companies is
Autodesk. This company, known as a leader and pioneer in CAD/CAM and CAE soft-
ware, has held an official registration for Patent No. US10005126B2 since July 2018.
This patent describes the so-called ‘Systems and methods for enhanced 3D printing.’
Among these methods is the utilization of non-planar material layering as depicted in
Fig. 4 [1].

\
\
s

p

Fig. 4. The method of generating individual layers in the non-planar layering mode [3]

This printing method involves modifying the slicer program. As previously men-
tioned, the generation of tool paths for the printing head occurs in planar layers, necessi-
tating the active involvement of the Z-axis during the printing process. This function is
active within the generation of G-code only in specific situations, such as movement to
reference points using device rapid traverse or printing in a specialized mode for creating
thin-walled models through spiralization and continuous printing of a single perimeter.
Hence, the required function is already implemented within the Slicer pro-gram but
remains inactive during the standard manufacturing of models [12, 13].
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2.3 Utilizing Rhinoceros and Grasshopper for Non-planar Layer G-code
Generation

Currently, the only option offering a change in the material distribution method is the
so-called variable layer height feature [14, 15]. It is integrated into the functionalities of
various slicers such as PrusaSlicer, Simplify3D, and MeshMixer. Its principle lies in the
variable layer height range for different perimeters. The layer height of models is lower
in areas requiring more detailed finishing or increased precision, while in areas without
functional or intricate surfaces, the layer is higher, even coarser. A significant advantage

of this feature is the extreme reduction in the time required for producing prints.

; Planar G-code for a block with a curved top
G1 X0 YO Z0 ; Move to the starting point at the base
G1 F3000 ; Set the feedrate to 3000 mm/min

5 Loop for each layer

for (layer = 1; layer <= total_layers; layer++) {

G1 Z[layer_height] ; Move to the next layer height

5 Loop for each line in the layer

for (line = 1; line <= lines_per_layer; line++) {

5 Print a line across the layer

G1 X[line_length] E[extrusion_amount]

}

}

; Non-Planar G-code for a block with a curved top
GL X0 YO Z0 ; Move to the starting point at the base
Gl F3000 ; Set the feedrate to 3000 mm/min
; Loop for each layer
for (layer = 1; layer <= total_layers; layer++) {
; Calculate the non-uniform layer height based on the block's curvature
G1 Z[non_uniform_layer_height] ; Move to the next layer height based on the curve
; Loop for each line in the layer
for (line = 1; line <= lines_per_layer; line++) {
; Adjust movements based on the curved top surface
G1 X[line_length] Y[curved_movement] E[extrusion_amount]

}

}

Fig. 5. The difference between planar and non-planar processing of G-code

For the creation of non-planar layers or G-code for FDM devices, as seen in Fig. 5
in comparison to the typical planar G-code, a series of programs within the Rhinoceros
software and its Grasshopper plugin are utilized. This plugin essentially functions as a
visual programming language and graphical algorithm editor. Grasshopper enables users
to parametrically create and manipulate complex 3D models by visually connecting var-
ious components instead of using traditional programming code. Widely used in archi-
tecture, engineering, and other fields, it offers flexibility in creating and manipulating
designs [16, 17].

Therefore, it can be concluded that currently, there is no slicer capable of ‘plug
and play’ processing of non-planar surfaces and adjusting the positioning of the FDM
device’s head [18, 19]. For this purpose, an improvised slicer is designed within the
graphical interface of the Grasshopper plugin. This, in combination with a series of add-
ons, allows us to identify and work with non-planar surfaces on models imported into
the Rhinoceros 7.0 software interface.

Figure 6 illustrates the first two ‘clusters,’” characteristic for all slicers, essentially
forming a network of dependencies and functions that are concealed within the sim-
plified and aesthetically designed user interface of common slicers. As depicted in the
figure, it represents the basic process parameters for the printing process. In this rep-
resentation, they appear as numerical sliders allowing for value editing. Additionally,
they are complemented by logical functions, as seen in the option to use functions like
skirt/brim or filament retraction (Fig. 7).

The following two clusters contain additional information about cartesian-type
devices, such as the ability to edit the print bed size, import the used model, or set
operational temperatures for the print bed and extruder. The last section of this prepared
program provides a preview of the G-code and the option to export it in the required
format.
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Fig. 7. Additional parameters and finalization of the G-code

The result of this arrangement and the use of add-ons like Droid, Pufferfish, and
others is an improvised slicer capable of recognizing and editing the selected number of
top non-planar surfaces of imported models. Figure 8 illustrates the import of the first
sample. However, in this instance, it represents a misprint since the slicer only works
with non-planar surfaces highlighted in red. The part of the model intended to be printed
using the standard method is ignored.

Fig. 8. Test object, displaying trajectory only in the non-planar section

Within this constructed slicer, several samples with non-planar surfaces were tested
across various FDM devices into which the resulting G-code was imported. In connection
with this process, the following shortcomings were identified:

e Limitations arising from working with the slicer:
e The slicer disregards the planar part of the model if it represents the majority of
its volume.

e It divides the planar and non-planar parts into two separate G-codes with different
coordinate systems.

e Limitations arising from working with Rhinoceros software:
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e The absence of a global coordinate system poses challenges in setting references
for FDM devices.

e Limitations arising from importing the generated G-code into the FDM device and
the printing process:

e Inconsistent reference point coordinate system between software and hardware.

e Similar issues in dividing the non-planar and planar parts of the model, resulted
in multiple coordinate systems and erroneous attempts to print parts outside the
print bed.

e When the model is split into planar and non-planar sections, the device with
automatic calibration initiates a calibration process, causing collisions with the
already printed planar part of the model.

By addressing all these limitations, the aim was to enhance the functionality of the
prepared slicer in a ‘plug-and-play’ format. This implementation allows the generation
of both planar and non-planar parts as a single unit on any imported model. The model is
automatically placed at the center of the coordinate system, regardless of changes in print
bed dimensions or other parameters. Due to these modifications resulting in a unified
G-code with a single reference, these models no longer trigger an undesired calibration
process.

3 Results

After optimizing the CAD model processing for the FDM device, several samples were
printed. The selected parameters for the output device, i.e., for the entire printing process,
are listed in Table 1. As observed, the parameters used in both variations were identical,
and the output was produced using the same FDM device, namely the Prusa mk3s+ type.

One of the results is depicted in Fig. 9 b). For comparison, the model produced using
the planar method, i.e., standard printing, is also displayed. As evident, the difference
in the quality of the surface finish is strikingly distinct. The top layers created using the
non-planar method appear more cohesive, free from aesthetic flaws and exhibit a less
rough surface characteristic.

After appropriate adjustments, optimizing the process and its applicability to any
non-planar surface of a CAD model is feasible. The only remaining limitation lies in
the design of the print head, constrained by the angle between the print bed and other
components of the printing head. From the experiment, it is evident that this value is set
at 22.5 to 25°, depending on the type of device used. Another limitation is the fact that
the print nozzle is designed to be perpendicular to the surface; therefore, excessively
steep non-planar trajectories will also affect the final quality of the prints.

Among other differences in the preparatory and production phases, including slicer
processing speed, print speed, and material consumption, as visible in Table 2. As evident,
while the slicer is optimized in terms of its functionality, the actual operational efficiency
shows a significant increase in the time required for generating the G-code. A similar
trend is observed in the time needed for printing. One positive aspect, however, is the
lower material consumption.
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Table 1. Selected parameters for the 3D printing process
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Print parameters Planar print Non-planar
Layer height 0.2 mm 0.2 mm
First layer height 0.2 mm 0.2 mm
Nozzle diameter 0.4 mm 0.4 mm
Infill 10% 10%
Number of shells 2 2
Number of top layers 3 3

Print speed 50 mm/s 50 mm/s
Retraction distance 5 mm 5 mm
Retraction speed 50 50
Filament diameter 1.75 mm 1.75 mm
Flow rate 105% 105%

Fig. 9. The result and comparison with the planar execution

Table 2. The table assessing critical areas

Planar print Non-planar
Slicer processing speed 5s 2235
Print time 7524 s 11340 s
Material consumption 40.67 g 3594 ¢

4 Conclusion

The article introduces with the current state of technology and an innovative approach to
the method by which trajectories for FDM printer heads are generated. It describes the
present state of utilizing robotic arms in combination with non-planar material layering
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and elucidates the possibilities and relevance of the topic. The theoretical segment dis-
sects individual phases characteristic of working with software and hardware intended
for creating models through layering plastic.

The analysis of these phases highlights the possibility of changing material distri-
bution, which is also outlined in the patent labeled US10005126B2. In line with this
realization, an alternatively structured slicer is prepared within the practical solution,
enabling work with non-planar surfaces. Subsequently, this slicer is further developed
within the Rhinoceros software plugin named Grasshopper, whose graphical program-
ming interface, aided by a series of add-ons, facilitates the creation of an improvised
slicer. After the initial version is crafted, its analysis ensues, detailed in subsequent sec-
tions of the publication. These phases are then subjected to optimization in three stages.
The first and second stages characterize the distinct operating principles of this devel-
oped slicer and the Rhinoceros software, from which all characteristic elements for CAD
models and their manipulation are derived. The third stage involves the identification
and subsequent resolution of deficiencies arising from importing the G-code into the
output device, specifically the Prusa mk3s+.

Upon eliminating these drawbacks, a series of 11 models is created, subject to further
monitoring and analysis. Summarizing the entire practical segment in Table 2, which
describes or compares a model with three top non-planar layers to a model produced
using the standard procedure. The results indicate the potential for material savings with
this method, yet its downside lies in extending the entire process. The third compared
parameter was the time taken by the slicer to process the model and prepare it according
to instructions for the FDM device. Due to its non-optimized user interface and the use
of a series of modules supplementing its functions, this process tends to be protracted.

Layer n+1

Contacting
Surface

Layern

Planar layering Non- planar layering Non- planar layering

Fr_FoFs=0 Fr < FpFr > Fs Fr < FyFr <Fs

Fig. 10. The depiction of the assumption of the change in the cutting force component Fs
depending on the layer displacement inferred by forces during the tensile test [20].

In any case, the intention to create a slicer for non-planar material layering, designed
for ‘plug and play’ usage, or model import and utilization, is successful. The future
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re-search direction will revolve around the comparison and analysis of non-planar sur-
faces. As depicted in Fig. 10, with a non-planar surface, there is an anticipated change in
force distribution. This phenomenon characterizes the further research direction in this
field.
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Abstract. Since Covid and the following bottlenecks in material supply com-
panies are highly sensitive regarding the vulnerability of their supply chains.
Delayed deliveries, failures of sub-suppliers, and supply shortages are only a
few of the problems arising over the last years in global markets. This work deals
with the potential of graph database systems in terms of increasing transparency
and resilience in manufacturing supply chains. For the research, an open-source
solution is tested for its functionality so that small and medium-sized enterprises
(SMEs) can also benefit from the advantages of such systems. The goal is to find
out if such systems are suitable in the case of multi-tier supply chains. The more
sub-suppliers there are between the manufacturer and the raw material producer,
the more difficult it is for a company to manage the entire supply chain. In this
work, the supplier network is exemplarily visualized using a NoSQL database
focusing on graph-based data models. Queries are designed and tested facilitating
the user to search for specific criteria and critical situations within the supplier
network. The results in this research suggest that there is considerable potential
for increasing resilience as supply chain managers can use such tools to act based
on the results instead of reacting when problems are already materializing along
supply chains.

Keywords: Sustainable Manufacturing - Resilience - Graph Database - NoSQL -
Multi-Tier Supply Chain - Sustainability

1 Introduction

The upstream supply chain of companies, extending beyond their direct suppliers, is
gaining increased attention from investors and customers, facing stricter regulation by
governments, and attracting growing interest from civil society [1]. Increased supply
chain transparency is demanded from companies, and reasons for supply shortages and
delays should be justifiable. However, many companies lack knowledge about their sub-
suppliers and their supply chain, leading to communication challenges [2]. Monitoring
suppliers requires companies to [1]:
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e Understand which information is of importance.

e Investigate what data might be available.

e Evaluate which data is best suited to meet defined information needs and access the
sources of that data.

Supplier networks have expanded over decades due to extensive and strategic global
outsourcing by companies. Initially, linear supply chains have evolved over time into
complex, extensive supplier network structures with numerous sub-suppliers distributed
around the world [3]. In literature, the degree of distinction from sub-supplier to direct
supplier up to the buyer is conveyed by designations such as Tier 1, Tier 2, and so
on. Tier 1 is the direct supplier to the buyer, and Tier 2 supplies Tier 1. A Tier 2
for one purchased part can simultaneously supply another purchased part as Tier 1
or provide as Tier 4 in the supply chain for a third item [4]. Value-adding partners can
work together multilaterally, resulting in a multi-tier supplier network [5]. The concept
of Tier-n Management originates from automotive logistics. Fundamentals identified by
the scientific community for a supply chain management concept, such as “complex
supply chains” and “network-like relationships,” as well as goals like cost reduction and
quality advantages, also apply to Tier-n Management [6]. Multi-Tier Management is
gaining increasing importance in the academic context [7].

The latest COVID-19 pandemic has led to disruptions in global supply chains, posing
significant challenges for companies. Procurement managers and supply chain managers,
due to the limited transparency and asymmetric power distribution within their global
supply chains, faced high risks. Such supply chains are referred to be vulnerable [8]. The
software-based solution discussed in this work aims to help companies (and especially
SMESs) enhance the resilience of their supplier network and stimulate further research in
this area. This resilience is described as the ability of a supply chain to respond resiliently
to external influences, unexpected changes, and disruptions, to mitigate impacts and
return to the initial state promptly [9].

2 Literature Review

2.1 Supply Chain Integration

Supply chain integration is defined by Dodel as “optimizing supply relationships through
cross-company collaboration in a partnership environment with collaborative data and
information sharing [5]”. Optimizing this collaboration is becoming increasingly impor-
tant, both practically and theoretically, in the global value chain [10]. A functioning
supply chain must be responsive and cost-effective in its entirety. It must also be able
to adapt, have a clear direction, and be agile. An adaptive supply chain requires flexible
network relationships and a focus on change management. Adaptability also involves
constant collection of information about customer needs and continuous development.
Defined role models and responsibilities as well as extended, shared performance mea-
sures are essential [11]. According to Lee, the most stable supply chains are agile, and
adaptive, and ensure that the interests of all participating companies are aligned.

A supply chain adapts to its environment by establishing different supply chains
for various product lines. For highly customized products with low quantities, suppli-
ers deliver in close proximity to the Original Equipment Manufacturer’s (OEM) main
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markets. However, for standard products with high quantities, production takes place in
low-cost countries [12]. Flexibility is ensured by using the same components and pro-
duction processes for different products. As an OEM, you are in constant data exchange
with your supply partners, allowing you to respond promptly to fluctuations in customer
demand, among other things. Adaptability requires building resilience so that the supply
chain can quickly return to its initial state while proactively mitigating future disruptions
[13].

According to Lee, agility also means completing products only after customer pref-
erences are known, with C-parts always in stock to avoid delays in the product manu-
facturing process. This enables quick responses to external influences and disruptions,
such as epidemics, natural disasters, and human or mechanical failures [12]. In January
2021, 17 years after the publication of his Triple-A Supply Chain Theory, Lee provides
examples from various industries, such as “fast fashion” in the apparel industry. Agility
is now supported by the Internet of Things (IoT), big data, and artificial intelligence
(AI) to respond to disruptions and changes in real-time [13]. Combining agility with
robustness ensures real-time responses to risk scenarios [13].

Lastly, Lee discusses aligning the interests of all supply chain partners. Each receives
the same access to forecasts, sales data, and plans from the OEM. A crucial point is that
every supplier understands their role and responsibilities to avoid conflicts. The goal is
to optimize the entire supply chain, as each partner strengthens the whole chain through
their individual profit maximization [12]. The alignment is refocused on innovative
business models and current value propositions. For example, defining the conditions
for efficient wholesale contracts and prices, negotiated directly by the OEM or the
suppliers, to increase the order quantity, reduce the price, and maintain stability [13].

In contemporary manufacturing systems, while the adoption of lean manufacturing
principles is perceived as essential for sustaining competitiveness on a global scale [14],
the supply chain partners within a supply chain, their connections, and their dependencies
on each other are not always known. It starts with raw material suppliers who provide raw
materials to processing companies in mutual dependencies. Manufactured components
are then transferred to module suppliers, who, in turn, deliver to manufacturers or OEMs
that sell to retailers. In retail, there are different connections with end customers who
ultimately use the manufactured product referring to these interactions as a Polycentric
Supply Chain, as depicted in Fig. 1 [15].

2.2 Multi-tier Management and Supply Chain Resilience

The term “Tier Management” originates from the automotive industry and refers to the
hierarchy levels within a supplier network. In the example of Fig. 1, Tier 1 corresponds
to module suppliers. A component supplier is referred to as Tier 2, and a raw material
supplier is labeled as Tier 3. However, a Tier 3 can also supply a Tier 1 as a Tier 2, creating
a multi-tier network. The challenge for companies is to find ways and organizational
structures that generate both control and integration possibilities for the tiers into the
corporate culture of the OEM [11].

Multi-Tier Management is particularly gaining importance in the context of sustain-
ability. Companies must demonstrate that there is no child labor or other forms of labor
exploitation within the supply chain. All Tier-n entities are required to adhere to the
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Fig. 1. Polycentric Supply Chain (own representation/illustration).

regulations of a Triple Bottom Line, which means achieving a specified level of social,
economic, and ecological sustainability [16].

Every chainis only as strong as its weakest link, and this also applies to a supply chain.
The supply disruption of a supplier, whether as a raw material supplier or an outsourced
coater, can lead to significant damages, up to a halt in production at the OEM [10]. In
general, risks in the supply chain that occur at a specific node can disrupt the entire
operation of that node or parts of it. Nodes represent connections to other companies.
Risks include market fluctuations, communication difficulties between different cultures,
reliability risks, capacity risks, political instability, and many more.

Various approaches are theoretically situated for conducting risk assessments, such
as scoring models using conjoint analysis, analytical hierarchy processes for identifying
disruptive factors, and methodologies for measuring the impact of potential disruption.
However, these are not the focus of this work [17].

In summary, supply chain risk management aims to develop strategies for the assess-
ment, treatment, identification, and monitoring of risks in supply chains. Some theories
aim to conduct audits directly with suppliers so that OEMs and Tier-n entities can
collectively recognize and assess risks [18].

In general, the vulnerability of a supply chain is “the term used to describe the extent
to which a supply chain is susceptible to a specific or unspecified risk event,” while the
resilience of a supply chain demonstrates “the ability of a supply chain to overcome
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vulnerability.” Nakatani [19] describes vulnerability as a concept that represents a “lack
of robustness or resistance to various threats that arise both within and outside the
boundaries of a supply chain system”.

Once the boundaries of a supplier network are reached due to environmental influ-
ences, insolvencies, etc., supply chain resilience is considered a measure of the ability
to respond resiliently to these external impacts and return to the original state in a short
period [9]. A supplier is considered critical when it weakens or disrupts the supply
chain. In principle, any supplier within a chain can become critical. However, to prese-
lect those that are considered particularly susceptible to disruption, some aspects should
be considered and classified. Firstly, the product and supplier structure is significant.
Both structures must be linked to identify all material flow relationships. The alignment
of material flow and procurement volume plays a crucial role. Once a supplier appears
multiple times in the supply chain at different positions, they are already considered
more critical than a supplier that appears only once in the supply chain [20].

3 Research Methodology

3.1 Gap Analysis and Research Objectives

This work aims to test database models for simplified visualization of supplier networks
to enhance reactivity along supply chains. The exemplary model is examined based
on typical questions and problems supply chain managers are facing. The theoretical
objective is to test a generalizable database model implemented in Neo4j graph database
software for visualizing multi-tier supplier networks to increase transparency and reac-
tivity within supply chains. Currently, there are only a few works related to transparent
design or visualization of supplier networks. This work, therefore, should inspire other
researchers to conduct further research, especially in the field of applied research.

From an industrial perspective, an IT-supported instrument in the form of a graph
database model with visual features for digital modeling and representation of the multi-
tier supply chains of a company is to be tested. By introducing such a database model,
companies can elevate the transparency of their own supplier network to a new qualitative
level. Such visualization of various players in supply chains should enable a sustainable
increase in the resilience and reactivity of supply chains. The generalization of the model
developed as a generic case study company allows further dissemination and application
in industrial enterprises.

Based on the described challenges, the following main research question (RQ) arises:

RQ: “How can the resilience of multi-tier supply chains be increased in compa-
nies (and especially SMEs) through the transparent and digital visualization of supplier
networks?”.

3.2 NoSQL Databases

Relational databases operate according to a rigid table schema in which each record is
defined [21]. The structure can be thought of hierarchically as a tree. A database man-
agement system must manage significantly growing amounts of data. The more tables
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this creates, the longer it takes to execute desired information, changes, or commands. To
ensure this, multi-model databases are created that combine advantages from different
NoSQL (Not only SQL) and SQL. In general, a NoSQL differs from a SQL database
in that it is schema-less, sharding, replicated, and usually licensed for free [21]. With a
replicated computer architecture, parallel evaluation methods are applied and horizontal
scaling is used [22]. Basic approaches in NoSQL are distinguished between graph-
oriented, document-oriented, key-value-oriented, object-oriented, and column-oriented
databases [23, 24]. In the context of this work, graph-oriented is described in more detail.

These are schema-free and can have an arbitrary structure due to this. Graph algo-
rithms are used for graph databases and the linkage between objects is considered in
particular. Graph databases are used to store, retrieve, and manage information using a
graph. An entity is modeled as a node with edges. The connection points between nodes
represent the relationships between objects [25]. Creating the relationships between
objects through the edges does not create rigid structures and does not limit the possi-
bility of different data types [26]. Nodes and edges can have attributes and for an edge,
the relation can be determined for a given direction [22]. The graph database is expres-
sive, easy to understand, and can be conceptualized, making it an ideal choice for data
analysis. Furthermore, graph databases are characterized by traversal-like queries that
visualize unanticipated findings with relatively straightforward inputs [27].

3.3 Neodj Open Source Graph Database

Neo4j is one of the most popular graph databases and has been available as a free
download since 2010. The graphs are stored internally and queries can be designed using
the developed language called Cypher. Since 2015, the descriptive query language has
also been used with other graph databases [23]. Cypher provides graph pattern matching,
aschema definition language, and path length comparison. Neo4j facilitates the discovery
of complicated connected structures through simple queries [28]. It maintains indexes
for retrieving nodes with specific labels. In addition, Neo4;j allows the creation of indexes
on properties of nodes with a particular label, as well as additional index structures, for
full-text indexing and global indexing of all properties. In Neo4j, nodes and edges can
be assigned specific properties. Nodes are referred to as “nodes” in technical language
[29].

Graph databases, with their ability to handle complexity, large datasets, and intricate
relationships, allow organizations to visualize the supply chain from end to end and
optimize it in an intelligent, integrated way. Graph databases make it easy to model
recursive relationships, for example, and can help companies anticipate bullwhip effects,
pinpoint potential bottlenecks, and prepare for disruptive events [30].
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4 Results from Visualization of Multi-tier Supply Chains Using
Neo4j Graph Database

4.1 Premise

The following illustrations are based on a real example of multi-tier supply chains from
industry. The example reflects a typical situation of many companies and only serves to
illustrate the functions and potentials of Neo4j and graph databases for the visualization
of supply networks.

4.2 Modeling of the Neo4j Database

To represent the supplier network, a corresponding database model is initially designed.
An entity-relationship model is derived. For entity types and relationship types, a table is
formulated as a.csv file. The different attribute features are grouped together as column
headers:

e Company ID: Each company is assigned an identifiable ID in the form of a number,
allowing for clear differentiation between individual companies.

e Company Name: The company name of the supplier is listed.

e Location: For this attribute, the production locations of the companies are given in
the format “State XYZ.”

e Process: The respective manufacturing process or the designation of the purchased
part (e.g., C-parts) is described here. A supplier can be associated with multiple
different processes.

e Tier: For direct suppliers to the OEM, the designation “1” is used, which represents
Tier-1. Sub-suppliers are marked as “others,” and main product groups are labeled
as “Commodity.” For sub-suppliers, a specific Tier-n number cannot be provided,
as the same supplier can deliver at different points along a supply chain for various
components or services. The classification “OEM” appears only once and represents
the OEM explicitly.

To represent the relationships between objects, a “relationship.csv” file is used. This
table is structured as follows:

e From: In this attribute, a CompanyID number from the Companies.csv file is specified
for each row. It describes the respective company that acts as a supplier.

e To: The second attribute describes, using a CompanyID, the corresponding company
that receives goods or services.

e Type: The third attribute is defined as “supply” in each row, representing the act of
supplying.

e pq: The individual attribute features are specified as a number, indicating how many
different components are delivered as a flow of goods within the connection.

Within the relationship.csv, mutual relationships are listed. A company can supply
multiple Tier-n entities and be supplied by multiple entities. Each connection is specified
in a separate row within the table. To test user features, various queries are programmed
as JSON. Various executions are displayed through “Search phrases.” These are display
functions based on companies.csv and relationship.csv.
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4.3 Functionality Testing: Search Phrases

In total, 6 different query possibilities are simulated and tested. These queries allow for
displaying individual companies, supply chains, and networks, among other options.

Search Phrase 1: “show tierl belongs to commodity $name”

After entering “Show tierl belongs to commodity” plus the name of a main commodity
group, all tier-1 of this commodity group will appear. The corresponding tier-1s are
displayed with their respective properties from the companies.csv file. Figure 2 shows
the search phrase “show tierl belongs to commodity” for Commodity 1 within the
exemplary graph database.

Fig. 2. Search Phrase “show tierl belongs to commodity” in Neo4;.

All five Tier-1 of the product group “Commodity 1” with Company ID, Company-
Name, production location, and corresponding processes are displayed. The properties
are displayed when the corresponding Tier-1 is selected by mouse click. Figure 3 shows
an example of the information obtained from the companies.csv file.

companylD 5

location Slovakia

Name Tekno Metallic sro

process Machining, Casting, Raw Material
tier 1

Fig. 3. Information clicking on details in Neo4j.

Search Phrase 2: “show the shortest path from commodity $commodity to leaf”’
This displays the shortest supply chain within the selected commodity group. Figure 4
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shows an example of the input “show the shortest path from commodity to leaf based
on Commodity 2”. The user can see that the shortest supply chain within commodity 2
contains three links. Red always corresponds to the commodity as the graphical output.
Blue represents the Tier-1 and yellow corresponds to the Tier-n.

= & = &
Fig. 4. Graphical output for search phrase 2 - shortest supply chain in Neo4;j.

Search Phrase 3: “show $process”

The user can display all companies within the entire supplier network that carry out the
desired process in-house or supply certain components. Figure 5 shows an example of
all suppliers who produce steel and use a blast furnace for this purpose. For each query
in the graph database, the desired supplier can be selected by mouse click to get the same
information as shown in Fig. 3.

(5 (= (&

Ty
[
s
s

(= (= (= (=

Fig. 5. Search Phrase “show blast furnace process” in Neo4j.
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Search Phrase 4: “show country $location with supplier”

When entering the desired state, the supply chain is indicated/visualized, which is sup-
plied by the state in question. In Fig. 6, the query for Country 1 is visualized as a graph
network. All yellow sub-suppliers are located in Country 1 and supply three tier-1s
directly. This query is particularly helpful in the case of environmental disasters. Tier-1s
are assigned to two different commodity groups. Shown in green is the OEM.

Iy
kst
g

Fig. 6. Search Phrase “show Country 1 with supplier” in Neo4;.

Search Phrase 5: “show relations where more than $elements elements are sup-
plied”

This Search Phrase shows the user all relationships where more or equal components than
the entered number are the subject of delivery. Figure 7 shows all connections between
suppliers where more than 5 different components are supplied. Three tier-1s receive
5 different components from one sub-supplier. This could mean, that these 5 parts are
always the same and at the same time two Tier-1 are dependent on one sub-supplier.
Otherwise, a Tier-1 might follow a dual source strategy.

R
= =
? © ©

(= E 5 5

Fig. 7. Search Phrase “show relations where more than 5 elements are supplied”.
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Search Phrase 6: “‘show critical nodes”

The user has the possibility to generate a network that includes sub-suppliers that supply
more than e.g. three additional tier-n. This allows the user to see at a glance with which
suppliers the possibility of a dual source strategy should be discussed to increase the
resilience of the multi-tier network.

®
®
®
]

‘ =

— (E‘: e )
&J.{E (= =

Fig. 8. Search Phrase “show critical nodes”.

Figure 8 shows four tier-ns found to be critical, which supply three other tier-ns in
parallel. These are identifiable by the size of the nodes. The material group at the top left
of the picture is a mechanical assembly. Here, one sub-supplier supplies three tier-1s at
the same time. The wide arrows indicate that more than five different components are
the subject of the delivery. At the bottom left, the Commodity 4 is shown. Here, the user
can see that two tier-1s receive raw material directly and one tier-1 obtains raw material
through a distributor. In Commodity 5 — in the image on the right — two sub-suppliers
are connected to four tier-1s at the same time. All tier-1s receive their raw material from
the same supplier. On the far right of the picture, a tier-n is shown that offers the material
analogously for two tier-1s.

5 Discussion

The visualization of the investigated networks holds a lot of information for the user by
using the predefined/-programmed search phrases (queries). The expertise on individual
supply chains and the network at hand can be obtained by simple conditions and by
entering a Search Phrase. Through the different possibilities of the search (here in this
work 8 possibilities were tested, whereby still many more can be inserted) analyses and
investigations along the multi-tier value chain can be visualized very intuitively and
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thereby risks can be identified and simplified. This holds great potential for companies.
A big advantage especially for SME:s is the fact that Neo4j is a free open-source solution.
For example, by entering “show critical nodes”, all sub-suppliers that supply at least two
other suppliers or tier-1 are displayed. This view helps the user to perform risk analyses.
For example, possible strategies can be discussed together with the corresponding tier-1.
The points of security of supply can play an important role and possibly a dual source
strategy can be considered.

To summarize the following advantages can be identified in the proposed/applied
methodology using graph database visualization compared to traditional non-visual
analysis:

e User-friendly representation and thus easier interpretation of visual data compared
to data in tabular form;

e Easy identification of the length of a supply chain for different commodities;

e Easy identification of suppliers with competencies in certain processes for support of
the procurement and supplier selection;

e Easy identification of countries, supply chains, commodities with potential risks (e.g.
political situation)

e Easier identification of dependencies of single suppliers along the whole supply chain
and thus easier definition of critical nodes or supply chains.

As a limitation can be mentioned that the installation of Neo4j and the programming
of the Search Phrases is not that user-friendly without basic know-how in the software
and database systems. Especially for SMEs, this could create problems as long Search
Phrases are not predefined in a generic template model adapted to the individual SME
company. However, an introduction to the basic programming functions of Neo4j is
needed. As a suggestion there is added that the entry in the software using tutorials
provided by the software company makes it easier for SMEs to start using this tool.
Additionally, constant updates of the software are required to keep the software work-
ing consistently. During updates, inconsistencies may occur regarding the input of a
Search Phrase. When this happens, Neo4j reports an error in the code, which means
that this existing program code must be adjusted. In general, the average end user (espe-
cially in SMEs) has no knowledge of Neo4j programming and cannot proceed without
expert assistance, which shows a limitation for applying Neo4j graph database to SME
companies.

Further additional challenges and drawbacks associated with the proposed software
solution (and similar also for other solutions in the field) could be issues related to
scalability and stability or data security. Using the tool in one single case or plant might
be still quite easy. In case of larger companies or companies with several geographically
distributed subsidiaries such issues need to be addressed already in advance before
deciding for a specific software tool.

As practical challenges might be added that it takes a significant effort in sense of
time and training of human resources to use such a tool in real-world manufacturing
companies.

A general limitation of this research is, that no quantitative parameters or studies are
elaborated to prove that graph database visualization tools help increasing resilience in
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manufacturing. Therefore, there is further research needed to quantify the potential and
to define measurable parameters.

6 Conclusions

Based on the visualizations of the search phrases in the graph-based database, multi-tier
supplier strategies can be derived. These include, for example, dual source strategies to
find short-term solutions in the event of supply bottlenecks. The actions derived from
the transparent visualization of multi-tier supplier networks increase the resilience of
supply chains and ultimately the resilience of the entire network against external and
internal obstacles.

For the implementation in manufacturing companies, the requirements for the entire
system must be defined. Criteria such as user interaction, interface requirements, and
setup of the database are fundamental here. Finally, data security for suppliers and man-
ufacturers in particular should be examined and defined for a possible implementation
in a company.

The outcome of this research shows the potential laying in the use of (open) software
tools and especially in using graph database visualization tools for increasing resilience in
multi-tier supply chains. This research is especially addressed to practitioners in the field
showing, based on some practical examples, how these tools are adding value. However
further research based on real industrial case studies in different sectors needs to be done
for investigating specific challenges to be solved with further research. A specific focus
should be given in further case study research to measure and investigate the quantitative
impact of this methodology towards resilience in manufacturing companies.
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Abstract. Selecting the right values for an algorithm’s parameters usually is a dif-
ficult, critical, and time-intensive endeavor. Though parameters can be tradition-
ally adjusted in an empirical way, recent research indicates that automated tuning
methods can frequently identify superior parameter configurations. In this sense,
Racing Techniques emerge as a method of tuning hyperparameters and finding the
best configurations for an algorithm. It is a time and resource efficient method.
One of the more explored techniques in racing is the F-Race.ones. This work is
a systematic literature review. The first section provides the context surrounding
Racing Techniques. The second section explores the literature currently available
on overall Racing Techniques and F-race, introducing all the essential concepts.
The third section presents the research problem. The fourth section relates case
studies of other works, being complemented by a bibliometric review that shows
the growth of the concepts presented. The fifth and last section completes the work
with the future paths for Racing Techniques, where opportunities arise in different
fields of study, and provides the conclusions drawn.

Keywords: Parameter optimization - Racing techniques - F-race

1 Introduction

The world is demanding quicker, faster and better results. This is applicable not only to
people’s day to day lives, but also to almost every industry in the current era. Historically,
improvements were made by empirical knowledge and trial-and-error approaches, such
that in 2006 Vanschoren [1] claimed that the majority of the time, around 90%, dedicated
to algorithm development was dedicated to find the optimal parameter values [2].

As such, developments in parameter optimization have been made during the last
decades. First, Parameter optimization is the process of finding the optimal values for the
parameters of a machine learning model that maximize or minimize a given objective
function [3]. The concept of parameter optimization is increasingly relevant, as explored
throughout this paper, given its applicability in developments in machine learning. One
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of the most famous methods for parameter optimization are racing techniques. These
are algorithms that compare a set of candidates based on their performance on a subset
of data or objective function, and then eliminate the inferior ones until only the best
one remains. Racing techniques can reduce the number of evaluations needed to find
the optimal solution, as they can quickly discard the bad candidates and focus on the
promising ones. Moreover, racing techniques can adapt to different types of problems
and handle noise and uncertainty in a robust way. This concept is detailed in the Sect. 2.
This paper is structured as follows: the Sect. 1 introduces the work and the context
around Racing Techniques, parameter optimization and metaheuristics; the Sect. 2 offers
an overview of inferential statistics, along with every concept related to this topic and
also to racing techniques, being portrayed as a literature review; the Sect. 3 explains the
research problem seeks to address and answer; the Sect. 4 presents the results obtained
through a bibliometric research and case studies; the Sect. 5 analyses the limitations of
the research, the future paths and the conclusions that the authors take from this work.

2 Literature Review

This section dives into the existing literature related to the Racing Techniques, which
can be defined as a group of methods associated with parameter optimization [4].

First, it is important to fully understand the definition of parameters. As for the clas-
sification, three classes emerge: numerical, categorical, and conditional. Normally, cat-
egorical parameters are presented as discrete choices and alternative procedures. These
types of parameters may or may not be organized. For numerical parameters, these are
typically divided into continuous or integer values. There are also continuous param-
eters converted into the integer form, named quasi-continuous parameters. Frequently,
conditional parameters arise from certain values assumed by categorical parameters. As
its name suggests, they depend on the condition of other parameters [5].

Ultimately, an optimization procedure aims to find a space of feasible configurations
or the optimal configuration among a fixed number of candidate configurations [6]. It is
easy to conclude that this universe of possible configurations grows continuously with
the increase of the number of parameters assumed as input.

Structurally, this section is subdivided into two phases: first, an explanation of the
statistical inference principles needed to properly perform and explore Racing Tech-
niques are presented; secondly, a broad overview of Racing Techniques is displayed,
along with a deep overview of the famous F-Race and Iterated F-Race techniques.

2.1 Statistical Inference

A possible explanation for statistics is that of a tool used for translating data and problems
to tangible information, which may help managers and leaders make the best decisions. It
is divided into two main areas: descriptive and inferential [7]. The first can be understood
as a characterizer of data, revealing indicators such as average or dispersion [7]. As for
the second, inferential statistics emerge from the difficulty and cost in studying all the
population and, as such, sampling became an attractive and efficient option to replace
studying the entire population [7]. It is basically a projection applied to the universe
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being studied, based only on the results obtained from analyzing a sample. In order to
properly apply inferential statistics, it is highly recommended to use the biggest sample
size possible, as well as applying randomness every time is possible [8].

A concept highly associated with inferential statistics are the hypothesis tests. These
can be defined as affirmations that seek to understand the relations between variables
[8]. After having the problem properly defined, hypothesis tests invoke two possible
affirmations: the null hypothesis, Hy, which affirms that there is no relation between
variables, or the alternative hypothesis, Hi. Then, the p-value is calculated, which will
indicate, by the comparison with the trust level if the null hypothesis should be rejected
or not [9].

Still related to inferential statistics, there are two types of tests: parametric and non-
parametric. The first assume some aspects, such as: normality, which should be tested
if the sample size is inferior to 30, otherwise normality is assumed [10]; independency
between data; inexistence of outliers [11]; equal variance between groups. These are
the most desirable type of tests, due to having improved sensitivity to relations between
variables.

Contrarily to parametric tests, non-parametric tests do not require these assumptions,
and can be applied to every case [12]. There can be made an equivalence association,
present in Table 1:

Table 1. Equivalence between parametric and non-parametric tests

Parametric tests Non-Parametric tests

One-way ANOVA Kruskal-Wallis

Paired t-test Wilcoxon Sign-Rank

Repeated measures ANOVA Friedman’s two-way analysis of variance by ranks

Specifically, for Racing Techniques, two of these tests are used: Wilcoxon Sign-
rank test for candidate pairs, and Friedman’s test for general applications [6]. The first
tests if there are differences between two groups, following the procedure: pair the data;
calculate and rank the differences; assign positive or negative signs to ranks; sum all
the ranks; determine significance; analyze and take conclusions [13]. For the second, it
serves as an extension of the first, that can be applied to more than two groups [14].

2.2 Racing Techniques, F-Race and Iterated F-Race

The racing approach appeared as a development over a simpler approach, the brute-force
approach. This approach had two big disadvantages: the number of evaluations has to be
defined before beginning the procedure, and resources are allocated equally to poor and
good performing configurations [5]. The racing approach can be defined as an algorithm
that iteratively evaluates target configurations on different problem instances from a
defined set, which recurs to statistical tests to eliminate the worst-performing candidates
and end up with the best contender [15]. The comparison between the brute-force app-
roach and the racing approach is presented in Fig. 1, where the curve reveals the racing
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procedure, highlighting the decrease of candidates with the increase of instances, and

the brute-force approach represented by the rectangle area, meaning that the candidate
number does not vary with the increase in instances of the tests.

Candidates

Instances

Fig. 1. Brute-force approach vs Racing approach [5]

The first racing technique was introduced by Hoeffding. Based on this authors’
inequality, it uses learning boxes and evaluates their errors on a group of instances and,
using nonparametric tests related to the true error, it eliminates the configurations that
show the lower bound of the true error worse than the upper bound of the best candidate
[16].

One of the most famous variants of the racing techniques is the F-Race, proposed
by Birattari et al. [6]. It is defined as a procedure, constituted by a concise structure of
steps, with the goal of simplifying the evaluation and filtering of candidate configura-
tions. Through a selected number of sample instances, a candidate or set of candidates
are selected in order to fit various [6] stochastic inputs that can be introduced into
the parameters [6]. The aim is to select the ones that can provide robustness to the
system. It uses statistical tests to validate its results, inducing the algorithm to elimi-
nate the worst-performing configurations [17]. The decider in the selection process is
the non-parametric Friedman rank-based test (equivalent to the parametric One-way
ANOVA with repeated variances), which determines if the space of configurations show
no significant performance difference. In this sense, a null hypothesis is made, which
supposes that there is no difference between configurations. In case the null hypothesis
is rejected, which means that some configuration(s) perform better than others, post-hoc
tests between the outliers and the underperforming are executed [15]. This procedure
has two possible endings: either the computational budget reaches its established limit,
or until a predefined number of candidates is reached [5]. The general steps to applying
this type of procedure is presented in Table 2.

The basic approach for F-Race has its limitations. Maybe the biggest is related to the
number of configurations, especially when the procedure includes a full factorial design
[15]. This ends up decreasing the size of the configuration space. In this regard, newer
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Table 2. Steps of the racing procedure

Step | Phase Description

I Setup Define candidate configurations, metrics, and budget

I Evaluation Run the configurations and evaluate their results

1II Statistical Testing | Perform statistical tests, such as Friedman’s ranked based test

v Exclusion Eliminate worst-performing configurations

\Y% New Run Repeat Steps IL, III and IV

VI Selection The remainder(s) configuration(s) is selected as the most fit to the
instances sampled

techniques like Iterative F-Racing were developed, which are more robust and diminish
these limitations [17].

Iterative F-Race, proposed by Balaprakash is based on, as the name suggests, an
iterative procedure that starts with applying a probabilistic model, which can be explained
as the sampling of a set of candidate configurations [5], followed by a standard F-Race
procedure. After one instance is finished, its results update the probabilistic model [15],
improving the algorithm each time a new instance is presented. This method contains
the assumption that all the considered parameters are numerical [17]. It is also essential
to define the number of iterations that the algorithm should run, considering the budget,
and set of candidates [5].

3 Research Problem

This paper seeks to explore the evolution of Racing Techniques, being defined as a
systematic review of the literature.

In earlier sections, the topics of statistical inference and racing methods were intro-
duced and explained. Initially, a bibliometric research is conducted on the aforemen-
tioned topic to trace its evolution and emphasize its significance within the academic
and industrial universes. The research was based on the top 500 articles, journals, or
papers related to racing techniques from the Web of Science. The Biblioshiny software,
a feature of Bibliometrix, was employed for this analysis. However, it’s worth noting
that the software’s timeline starts in 1992, preventing the analysis of earlier develop-
ments. Conclusively, the paper delves into selected case studies from two perspectives:
a concise overview of the research, followed by the insights derived by the respective
authors.

4 Results

Having already presented the literature review needed to understand the concepts being
discussed, as well as having the research problem explained, this section dives into the
results of this work. It can be interpreted as a still photograph of the evolution of Racing
Techniques in the modern era, the 2020’s.
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First, a bibliometric research is performed, highlighting the relevance and growth of
this parameter optimization technique in academia. Subsequently, a set of case studies
is elaborated upon in two aspects: an initial overview of the study, and the subsequent
conclusions drawn by the authors from their research.

4.1 Bibliometric Research

Beginning this study in 1991, Fig. 2 presents the main information regarding the “Racing
Techniques”, in the context of parameter optimization. It can be concluded that it has
been growing year after year, with an average annual growth rate just shy of 7%.

Timespan Sources Documents Annual Growth Rate

1991:2023 395 500 6.92 %

Authors Authors of single-authored docs International Co-Authorship Co-Authors per Doc

1838 37 27.8 % 4.11

Author's Keywords (DE) References Document Average Age Average citations per doc

1809 14011 9.73 18.79

Fig. 2. Racing techniques main information

Geographically, the country that contributed more to the development and research
of Racing Techniques was the USA, followed by China and India, Fig. 3. Europe has
also contributed prominently.

Fig. 3. Contribution by country

As for the words and expressions associated with the topic being analyzed, Fig. 4
shows that performance is the main key word, followed by parameters, diagnosis, design,
exercise, and many others.



146 H. Silva et al.

. vield estimation_
rolling element hearings
weart-rate NOPUIAtION _pyrap

classification exe r c I s eqsonllms energy-cost
swimmers

hlulecﬁamcal analysis
disease m o ue

speed svslem
Vallllallllll a ra m algomnm
IIIIW accnracv racemass IerS q
ennreaamn lorce s
fault-diagnosis defects
dlagn03|s esm i \u bration
age nower

velocity

variability omlmlzatmnm:',“v::?e.

prediction jatisue F@SPONSES [ransiom
empirical mode decomposition

Fig. 4. Racing techniques Wordcloud

4.2 Case Studies

Parameter optimization, as outlined in the preceding section, has gained unprecedented
significance, propelled by the time-demanding operation of parameter fine-tuning, hav-
ing multiple studies confirming that 90% of the implementation time of a new meta-
heuristic is dedicated solemnly to it [2]. The versatility and methodologies available
are vast, and an increasing amount of research affirms their utility, as evidenced by the
bibliometric analysis.

This section showcases case studies from various sectors over the recent past years,
Table 3, a timeframe deliberately chosen to highlight contemporary racing applications.
These studies are summarized in terms of methodology, results, and conclusions, offering
insights into the impact of these technologies. These where chosen because they represent
different fields and applications of racing techniques. The aim is to stimulate critical
thought about the use of racing techniques.

Table 3. Case studies displaying the application of Racing techniques

Study

Description

Conclusions

An investigation of F-Race training strategies
for cross domain optimisation with memetic
algorithms [18]

This paper dives into the application of
F-Race in the context of cross-domain
optimization, with the use of memetic
algorithms. The latter can be defined an
algorithm that combines both global and
local search methods

The goal of this work is to evaluate two
indicators of F-race when integrated into
memetic algorithms: efficiency and
robustness. Two parameters are tested:
tournament size for tournament selection and
population size, along with two heuristic
parameters: detail (depth) of search and
mutation (intensity). Four test strategies are
applied, in order as appear on the work:
default; grouped; reverse; extra. As for
F-race, it starts with 500 possible
configurations, decreasing the number with
the increase of instances, through Friedman
nonparametric test. A benchmarking
comparison is also done with the goal of
directly comparing the different techniques

The results of this paper highlight the
necessity of properly selecting a strategy, due
to the different outcomes obtained. Regarding
the time budget influence, all of the strategies
ended up on the same configuration. As for
the direct comparison with the Taguchi
method. F-race outperformed the Taguchi
method, showing more sensitivity to factors
like training budget. A curious outtake of this
study is that more than half of the
configurations were eliminated after the first
iteration

(continued)
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Study

Description

Conclusions

A unified race algorithm for offline parameter
tuning [19]

This work introduces a new racing algorithm
that seeks to optimize the performance of a
give metaheuristic. It innovates in how it is
structured, starting with the choice of
candidate configurations, using the Latin
Hypercube Sampling technique. Then, using
the paired signed rank test, is eliminates the
worst performing configurations. Finally, it
creates new configurations that guarantee
better performance, based on the biased
sampling distribution method

To test this algorithm, an industry problem
was proposed, within the context of a
multinational company, with the goal of
minimizing the number of containers
necessary to load every selected item. This
test involved 20 instances and a tuning
budget of 24 h. The performance of uRace
was compared to the George and Robinson
1980’s algorithm, as well as the Bischoff,
Janetz and Ratcliff 1995°s algorithm

The paper concludes that the new algorithm
based on the racing methodology can be
applied to deterministic and stochastic
problems. It may even be applied to
simulations. The results highlight the
advantage in performance uRace is able to
provide, even in real-world scenarios, due to
this algorithm outperforming the other two
mentioned. This allowed to save 5-15% on
pallet and container usage

Iterated racing algorithm for
simulation-optimization of maintenance
planning [20]

With the goal of reducing operational costs, a
maintenance planning problem is proposed to
optimize the NPV (Net Present Value) of
assets in a company. Recurring to a
simplified VME tool, the user seeks to
determine the best maintenance dates to
maximize the NPV. This indicator acted as
the metric for the entire work. For this,
iterative Racing is proposed, using statistical
tests to compare solutions

The experiments are benchmarked on 175
instances, that had a variety of seven problem
sizes, based on the number of components in
evaluation. The two parameters evaluated
were population size and truncation rate. For
each run, 500000 simulations were executed,
given that each run was replicated 25 times.
The metrics that evaluated the racing
algorithm were the number of races during a
run and the number of solutions evaluated per
race. Finally, the authors used Friedman’s
test and Holm’s procedure to verify statistical
significance within the tests

This paper concludes that population size is
the factor that influences the algorithm’s
performance the most. It also concludes that,
for larger problems, a wider exploration of
the search space is recommended

As a broader conclusion, this paper
demonstrates the robustness and effectiveness
of iterated racing techniques, given that the
algorithm parameters are properly selected
around the problem’s context and demands

5 Future Paths and Conclusions

Following all the context and concepts portrayed in this paper, it can be concluded that
parameter tuning is a deal breaker in the performance of metaheuristic. Typically, and
because the research is not yet extensive, the setting of parameters is usually fixed from
the initial stage or set specifically in previously selected instances [18]. This paper seeks
to fill the gap of systematic research that exists in the literature.

The future of techniques such as F-Race lie in their optimization and implementation
in various scenarios. It has the potential to be compared to methods such as the Taguchi-
based approach, an important concept of areas such as design of experiments [21, 22],
as it was described in one previous case study. This specific case suggests that allocating
more time and resources to the early phases of the procedure, which means increasing
the number of iterations before the first elimination process, may lead to a decrease in
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the probability of losing good candidates [18]. Another clear future path highlighted
by this work, but is present in many others, is the hypothesis of mixing parameter-
tuning strategies [18]. This may lead to effectively decreasing the negative aspects of
the strategies being mixed.

There are also many alternative models and techniques that can complement, and
even replace, the application of Racing Techniques in some cases. Some recent devel-
oped alternatives: In-Time Over-Parametrization, which explores the raining deep neural
networks [23, 24]; Surface Parametrization, which uses the quasi-conformal (QC) theory
to define appropriate parameter settings [25, 26].

It is also possible to implement metaheuristics to parameterize a system, although
it may not be as usual. Some of the most established metaheuristics are: Evolutionary
algorithms, a recent development based on the biological evolutionary theory, using
concepts like selection and mutations [27]; Simulated annealing, based on a metallur-
gical concept, a method of space searching to find the optimal solution, considering the
candidates from the worse to best [28, 29]; Bayesian optimization, that explores a map
created by hyperparameters, which gives way for a probabilistic model to be established
and ends up with the hyperparameters with most potential [30].

With all the information presented in this work and considering the evolving context
of increasing competitiveness in many fields, it is clear that now, more than ever, there
is not much margin for resources to be spent on empirical testing, which usually take
more time to get to an optimal solution than parameter tuning models, because it may
lead to serious damage in businesses. There is a lot of open space for new research
and development. As such, it is expected that parameter optimization techniques will
grow even further and will be implemented vigorously in industrial situations in the next
decades.

To conclude, the main result found in this paper is that racing techniques are being
applied in many fields, as evidenced in the Sect. 4’s bibliometric research, and forecast
is for it to grow, both in increase in use, as well as the creation of new and improved
techniques.

Acknowledgment. The research was partially supported by the Polish National Agency for Aca-
demic Exchange within the project “Digitalization in mechanical engineering” (agreement no.
BNI-UE-2023-2).
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Abstract. The present business landscape, particularly in the era of Industry 4.0,
is characterized by dynamic development, global collaboration, and intense com-
petition for customers. To navigate these challenges successfully, companies must
establish mechanisms for close and effective cooperation. Concurrently, ongoing
projects for the development and production of innovative products are imperative.
However, the seamless integration of various business and IT systems used daily
by a company is essential to achieve these goals. Among the pivotal IT systems,
alongside established CAx and ERP solutions, Product Lifecycle Management
(PLM) systems play a crucial role.

Implementing a PLM system poses a significant challenge for enterprises,
as each implementation project follows a unique path. There is no universally
established and proven method for successful PLM system implementation, given
the diverse applications and varying levels of complexity and integration with
other systems within an organization. Identifying the benefits derived from PLM
systems is intricate due to their extensive application across different company
areas.

The literature lacks concrete information, including figures, on the effects of
implementing PLM systems. This paper aims to address this gap by presenting
the characteristics of PLM systems and their role in modern enterprises. It delves
into the implementation procedure, offering examples and effects in design, con-
struction, technology departments, and the supply chain of enterprises operating
globally, including those in Poland.

Keywords: Digital transformation of enterprises - Industry 4.0 technologies -
implementation project - Product Lifecycle Management (PLM)

1 Introduction

The conceptualization and implementation of Industry 4.0 methodologies and tech-
nologies in manufacturing enterprises give rise to various challenges, encompassing
both technical and organizational dimensions. Frequently, the digital transformation of
enterprises unfolds within the existing IT systems that support enterprise management,
including ERP, SCM, CRM, PLM systems, and others.
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Product Lifecycle Management (PLM), as a conceptual framework, entails oversee-
ing the entire life cycle of a product—from conception and design through production,
operation, to its eventual end-of-life stages involving recycling or disposal. PLM systems
serve as advanced and sophisticated IT tools, constituting a distinct class of systems that
practically implement this concept. They integrate multiple applications employed to
manage specific product development processes throughout the entire life cycle, cover-
ing aspects such as design, production, operation, and disposal. Consequently, PLM sys-
tems harmonize people, data, processes, and systems by collecting, storing, integrating,
and ensuring the consistency and timeliness of product information. This information is
then disseminated to various organizational units and other participants in the product
life cycle [1]. Notably, PLM systems, especially in the context of Industry 4.0, play a
pivotal role in the digital transformation of enterprises. Their significance stems from
several key factors:

e Repository of Valuable Information: As a repository of structured and ordered prod-
uct data, PLM systems constitute a fundamental component (pillar) of the digital
transformation of the enterprise.

e Environment for Industry 4.0 Technologies: PLM systems provide an environment
where Industry 4.0 technologies such as IoT, VR/AR, Al 3D printing, and simulations
are actively employed.

e Integration Tool: They serve as a tool for seamlessly integrating various Industry 4.0
technologies.

e Hub for Information Processing: PLM systems act as a central hub for storing, pro-
cessing, and distributing information collected through the utilization of Industry 4.0
technologies.

e Effective User Interface: They serve as an effective, efficient, and attractive interface
for users of PLM systems.

e Creation of Conditions for Implementation: PLM systems contribute to creating tech-
nical, organizational, and social conditions conducive to the successful implemen-
tation of Industry 4.0 technologies and the broader digital transformation of enter-
prises. This involves employee training, fostering awareness of the importance and
possibilities of digital transformation, cultivating a “digital” enterprise culture, and
enhancing overall readiness for digital transformation and the assimilation of Industry
4.0 technologies.

The article aims to elucidate the intricate process of implementing PLM systems in
manufacturing enterprises and analyze the subsequent changes in enterprises that lacked
such systems previously. It outlines the general characteristics of PLM systems, the
requirements that companies must meet in the era of Industry 4.0, and the process of
implementing PLM systems. Key arguments presented in the article are illustrated with
examples showcasing the implementation of PLM systems in manufacturing enterprises.

2 Characteristics of PLM Systems

Product Lifecycle Management (PLM) is both a business strategy and a method aimed
at effectively managing the processes of design, production, operation, and disposal
of products throughout their entire lifecycle—from the initial product idea to its final
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moments [2]. Additionally, this term denotes a category of information systems uti-
lized for the comprehensive management of a product’s lifecycle and related data and
information [3]. PLM systems amalgamate numerous applications that, when operating
within a unified environment, enable the holistic management of all aspects associated
with extensive product development and lifecycle management.

The innovation-facilitating capabilities of PLM systems stem from their integration
of people, processes, business systems, and information across the entire product life-
cycle and throughout the enterprise. Importantly, they serve to mitigate the impact of
functional silos, commonly known as the “silo effect” [4]. The vertical approach to orga-
nizational processes, treating the organization as a collection of isolated functions within
distinct divisions or departments, imposes significant complications on its functioning.
It is not uncommon for employees in individual functional departments, focused on their
specific tasks, to lack awareness of the broader organizational goals and fail to fully com-
prehend the intricacies of other functional departments, as well as their contributions
to achieving the company’s objectives. This approach not only hinders the optimiza-
tion of activities within individual departments but also poses considerable challenges
in resolving issues involving employees from diverse functional units. PLM systems
address and eliminate this challenge by establishing horizontal connections within the
organization, fostering improved information exchange, effective change management,
and the utilization of existing knowledge resources [4].

3 Requirements that Manufacturing Companies Must Meet
in the Era of Industry 4.0

The intricacies of the contemporary business landscape in the era of Industry 4.0, char-
acterized by rapid development, global collaboration, and fierce competition for cus-
tomers, necessitate enterprises to establish mechanisms for close and effective coopera-
tion. Concurrently, continuous endeavors to develop and implement innovative products
into production are imperative. To attain these objectives effectively, the integration
of various business and IT systems utilized daily by the company is essential. Along-
side longstanding solutions like CAx, PDM, or ERP, emerging technologies such as the
Industrial Internet of Things (IoT), digital twins, augmented reality (AR), virtual reality
(VR), artificial intelligence, and others are increasingly becoming integral [5].

Hence, innovation and the creation of new products emerge as pivotal concerns
for most enterprises, representing decisive factors influencing future revenue growth.
Present-day customers anticipate a more frequent introduction of new products to the
market, tailored to their individual needs and delivered at shorter intervals. With each
product generation, heightened expectations include visually appealing design, enhanced
performance, superior quality, lower costs, and easy accessibility. To meet these expecta-
tions, companies must foster close collaboration within their organizational structures,
as well as with partners and suppliers situated in diverse regions globally. Concur-
rently, enterprises grapple with the escalating complexity of both products and pro-
duction processes, driven by the increasing number of environmental requirements and
regulations.
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The Product Lifecycle Management environment, beyond ensuring seamless integra-
tion, facilitates the linkage of ongoing programs and innovation projects with the prod-
uct portfolio. It also establishes connections with detailed activities related to product
implementation, parallel engineering, and production processes.

4 The Process of Implementing PLM Systems in a Manufacturing
Company

Due to the fact that the PLM environment is — apart from the ERP system — the most
important and complex system in the enterprise, the purpose of implementing a PLM
system is always related to the implementation of the company’s strategic goals. For
this reason, planning an implementation project is preceded by thorough analyses and
preparatory work. Moreover, the list of requirements regarding the selection of the target
system solution and the implementation plan is the result of numerous factors. Most often,
these requirements stem from the current situation in the company, related to the existing
approach to product development processes, and factors that hinder or even obstruct
the effective implementation of specific strategic goals. Common implementation goals
include:

e Significant reduction of the time needed to develop and implement new products into
production.
Shortening the lead time for introducing changes to existing products.
Reducing the total costs of product implementation.

e Improved integration of companies within the organization and its branches,
especially when one of the strategic goals is development through acquisitions.

e Implementation of global working standards across the organization, applicable to
all branches, regardless of their location.
Dissemination of product knowledge throughout the organization.
Streamlining processes related to monitoring and supervision of innovative projects.
Implementation of the strategy — one of the pillars of the Industry 4.0 concept — defined
as ubiquitous production, based on the philosophy: “design anywhere, produce
anywhere, sell anywhere, service anywhere.”

Each PLM system implementation project in an organization is carried out in a
slightly different way. Just as there are no two identical organizations with the same
needs, strategy, and method of operation, there is also no single, established, and proven
way to implement a PLM system in every organization. Selected activities are common
to each project and appear in some form in most projects, but detailed activities and the
scope of the project must be determined each time in relation to the needs of a given
enterprise.

An example of the PLM system implementation process in a manufacturing company
consists of the following stages [6]:

1. In the first stage, the needs and overall requirements for PLM solutions correlated
with the company’s strategic goals are identified.
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. Then, initial market research is carried out in terms of available solutions and suppliers
of the PLM system — the course and duration of this stage largely depend on the
company’s current level of knowledge on this subject.

. After collecting preliminary information, talks are held with initially selected
suppliers, and general presentations of the solutions they offer are given.

. At the next stage, the initial scope of the PLM system implementation is defined,
and the list of required functionalities is compiled. Often, as part of these activities,
presentations of individual functionalities of selected PLM systems are given by
suppliers. The number of users, categorized by system functionalities criteria, is
also estimated (e.g., number of CAD users, number of product managers, project
managers, etc.). At this stage, workshops are also most often organized with a selected
group of users, during which the participants get to know the system and evaluate its
capabilities.

. After initially defining the scope, learning about the capabilities of PLM systems,
and establishing cooperation with potential suppliers of these solutions, the final
decision is made. Both the target solution and the supplier who will be responsible
for its implementation are selected. Making this decision may be preceded by the
implementation of a Proof of Concept! (PoC) or a pilot project. The duration of such
a project may range from 1-3 months (in the case of PoC) to 6 or even 12 months —in
the case of pilot projects preceding very large implementations.

. Once the exact scope of implementation, detailed requirements, and a preliminary
plan are determined, and the supplier provides a project time and cost estimate for
the work based on these, a contract is concluded between the ordering party and the
supplier. This contract often includes elements such as a timetable for the purchase
of licenses, estimated launch dates, and an initial training plan.

. In the next step, a project charter is developed, a project plan including detailed work
is laid out, a project team is formed, and the project is formally opened.

. If the on-premise model is chosen, the first activities in the implementation project
are:

a. Purchase and commissioning of the required server infrastructure;

b. Purchase of the first batch of PLM licenses;

c. Installation of the basic PLM system components required at the first stage of the
project.

If a cloud computing environment is chosen, the installation and commissioning of

the required PLM system components are carried out, and they are made available to
the client’s selected users.

9. Once the PLM environment is up and running, implementation activities can begin.
At this stage, the first training is planned in detail and delivered. Most often, a
group of key users participates in the training first. At the beginning of the project,
they play the role (together with the formal project leaders) of setting the rules of
working in the new system and giving their opinion on the solutions presented by

1A Proof of Concept (PoC) implementation is a design or prototype crafted to validate the
technical feasibility of an idea or solution. The primary purpose of a PoC is to assess a concept,
evaluating its suitability, efficiency, and verifying its effectiveness.
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10.

11.

12.

13.

the supplier. In addition to the key users, it is also necessary to identify and establish
the first roles in the PLM system? (e.g., business administrator, design standards
administrator, leader, etc.). One of the important elements of implementation work
carried out at each stage of the project is the establishment and implementation of
work methodologies in the new system. Only full understanding and acceptance of
the principles of working in a PLM environment by the company’s employees will
ensure full and comprehensive use of its capabilities.
After completing the initial implementation work, training, and testing the function-
ality in the test environment, the start-up of the production environment can begin.
The first production projects in the new environment are generally carried out by key
users. It is common practice to select projects of low complexity executed according
to a well-defined scenario. If a project phase is completed, acceptance testing of the
functionalities implemented as part of that phase and formal acceptance are usually
carried out.
In the next steps, the remaining stages of the project are followed in a similar
way, and implementation work is carried out. When the processes involved in the
development of a new product are analyzed and transferred to a new environment,
most often a decision to streamline them is made. One effective method of doing
this is ‘Business Process Reengineering’ (BPR) [7, 8].
In the final stages of implementation, the most complex tasks are carried out. They
require both a good knowledge of the system to be implemented and the prevailing
rules (this knowledge is gained during the project work). It is also important that the
system is already largely implemented and operating stably. Examples of complex
tasks carried out in the final phases of implementation are:
a. Development of integration with existing systems in the company (such as ERP,
CRM, production or sales systems);
b. Implementation of options and variants management;
c. Integration with the company’s existing product configurator.
The final stage of the implementation project is the acceptance testing of the entire
system and its final approval. A common practice as part of acceptance is the
implementation of system-wide test scenarios.

After final approval, further steps are usually planned related to the development of

the system, its further improvement, launching new functionalities that have not been
taken into account so far, or updating the system to a new version. The described process
is presented in Fig. 1.

2

The names and meanings of specific roles within the PLM system are contingent upon the

chosen system solution and the preferences of the company commissioning the system. These
roles can be extensively configured within the system.
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Fig. 1. The process of implementing the PLM system in a manufacturing company. Source: own
elaboration based on [9].

5 Effects of Implementing PLLM Systems

Important issues related to PLM systems encompass the effects arising from their utiliza-
tion. Given the wide-ranging applications of PLM systems across various areas within a
company, their complexity, and the level of integration with other systems, identifying
the benefits organizations derive from their use is an intricate task [10]. It’s notewor-
thy that the literature lacks reliable, specific information, including figures, regarding
the effects of implementing PLM systems. This deficiency applies to both PLM system
users, who are often reluctant to share detailed information, and the producers (suppliers)
of these systems. The sensitivity of PLM systems in the business sphere contributes to
this situation. Scientific literature typically delves into theoretical and methodological
aspects of PLM system evaluation, with research results focusing on individual cases of
PLM system implementation, making it challenging to draw generalizing conclusions.

According to the assumptions guiding the development of PLM class systems, they
deliver benefits throughout the product lifecycle, falling into four groups:

Economic

Social

Environmental

Technical and Organizational

These benefits extend to different stakeholder groups, including producers (enter-
prises and their employees, owners, etc.), users (product purchasers), and society and the
environment at large. The mentioned benefits target producers during design, production,
product operation, and the post-use phase; product users during the product operation
phase; society during the product operation and post-use phase; and the environment,
predominantly during the production, operation, and end-of-life phase. This approach
facilitates calculating total costs over the entire product lifecycle.

The most significant benefits of using PLM systems in each phase of the product
lifecycle, in a broad sense, include [6]:
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e In the product development (design) phase, there is primarily a reduction in the time
needed to develop a product, from concept to market launch (time to market), as
well as a reduction in the costs of developing a new product. A faster time to market
provides advantages in gaining a larger market share, achieving a higher selling price,
and reaping benefits related to the production learning effect.

e In the production phase, the main beneficiaries are businesses and the environment.
Enterprise benefits include faster introduction (launching) of new products into pro-
duction and lower production costs due to the use of Design for X tools, target
costing, etc. Environmental benefits primarily involve the reduction of pollution and
waste generated during production due to the use of green product manufacturing
technologies.

e Atthe stage of product exploitation, the PLM system serves as a source of information
for processes related to service and product maintenance. Additionally, PLM systems
encompass processes for changing and modifying the product, enabling the faster and
easier introduction of its new, improved version to the market. Beneficiaries of PLM
systems include companies, users (product buyers), society, and the environment.

e In the end-of-life phase, PLM systems provide information facilitating easier product
end-of-life, recycling, and disposal. Beneficiaries encompass all the stakeholders
mentioned earlier and the environment.

Literature identifies four areas in which companies realize benefits from using PLM
systems [11]:

e Financial performance: Increased revenue directly results from earlier product mar-
ket introduction, along with possible additional benefits related to lower costs for
purchasing materials, warranty and complaint repairs, physical prototypes, research,
and tests. Savings are also associated with reduced demand for human resources due
to increased automation in the PLM environment, especially in business process exe-
cution, and the reduction or elimination of redundant processing through better use
and reuse of data existing in the PLM system.

e Time reduction: Achieved through faster and more efficient execution of product
implementation projects, reduction of project time overruns, decreased time required
for key business processes (especially technical change execution time), and quicker
resolution of problems, complaints, and warranty claims.

e Quality improvement: Attained by enhancing the degree of meeting business require-
ments in products, minimizing production defects (especially repetitive ones),
and limiting product returns and complaints, resulting in increased end customer
satisfaction.

e Improvement in overall business management efficiency (business improvement):
Realized through increased innovation rate, easier access to data (especially evident
in departments not directly related to construction and technology, primarily in supply
chains), simpler access to technical documentation (including 3D data) in production
departments, heightened reuse of existing components (including virtual models of
product components and production equipment), increased traceability of the product
and its components throughout the lifecycle. Additionally, the ability to make impor-
tant business decisions more easily and quickly, respond more rapidly to inquiries
and customer requests, improve communication with suppliers and collaborators,
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reduce the need for product changes at late stages of the lifecycle, effectively manage
the global product portfolio, and ensure product compliance with laws, internal reg-
ulations, market standards, and requirements in individual markets, ensuring more
effective communication and collaboration by nullifying the functional silo effect [3].

6 Effects of PLM System Implementation in a Manufacturing
Company - Case Studies

The practical examples presented in this section stem from the authors’ experiences
gained through personal involvement in the implementation of PLM systems in two inter-
national manufacturing enterprises - a furniture factory and an organization specializing
in the production of electrical transformers.

6.1 Effects of Implementing the PLM System at the Designer’s Workplace

Practical examples 6.1 and 6.2 are drawn from the implementation process in an inter-
national manufacturing company specializing in designing and manufacturing intricate
furniture solutions for office spaces, as well as furnishing public spaces like healthcare
facilities, cinemas, auditoriums, concert halls, or stadiums.

In a traditional design office without the use of a PLM system, a designer involvedin a
new product development project performs all design activities on their workstation. 3D
models of individual components are developed separately and independently, and only
at the end of the process they are assembled into a single assembly for verification. Errors
made during modeling may require corrections, and some errors might go unnoticed until
later stages of the process.

In contrast, activities performed in a PLM system occur simultaneously, consider-
ing the entire product (design assembly). Verification of correctness is ongoing during
project activities. Mistakes in any component are easily detected, as the assembly is built
collaboratively from the start. Additionally, other departments, such as tool designers
or process engineers, can work in parallel. With access to the evolving assembly and
knowledge of overall dimensions, employees from other departments can commence
their activities earlier without waiting for the release of design documentation.

Working in a PLM system allows for simultaneous execution of various activities,
effectively eliminating bottlenecks. Concurrent design ensures greater data consistency;
changes in one component affect others, facilitating the identification and elimination
of significant design errors early in the process with minimal effort.

6.2 Effects of Implementing the PLM System in the Design and Technology
(Production Support) Department

In organizations without a PLM system, data exchange between units occurs through
various methods, often following this scenario:

e A designer exports a 3D model and saves it in a neutral format on their workstation.
e Technical documentation is exported and saved as a PDF.
e The exported data is sent via email to another department, e.g., technology.



160 J. Duda et al.

e An employee in the technology department imports the 3D model into their system,
comparing it with the sent drawing.

This method is ineffective, introducing a heightened risk of errors or data corrup-
tion, especially during export or import stages. Working in a PLM environment allows
designers and technicians to collaborate in the same workspace where complete techni-
cal documentation, including 3D models and drawing and technological documentation,
is stored [7]. They work concurrently using a common Product, Process, Resource (PPR)
data model integrated into the PLM system. Participants in the development process use
the same version of the documentation, eliminating the need for alternative communi-
cation channels. The drawing documentation is systematically linked to the 3D model,
and changes made to the 3D model are automatically reflected in the drawing. The PLM
system manages versions of complete technical documentation.

6.3 Effects of Using PLM Systems on an Inter-organizational Scale (Supply
Chain)

In the next example, the company offers advanced solutions for key components for
power transmission and distribution. The organization includes several dozen branches
and factories located all over the world, across several continents. The dynamic develop-
ment of the company resulted in these factories not being satisfactorily integrated with
each other and the situation related to excessive diversity of - most often incompatible
with each other - systems became permanent. So far, the organization has successfully
implemented many initiatives aimed at introducing standardization in the field of techni-
cal documentation, but these were not global projects and covered only selected product
groups and factories. Additionally, each of these projects resulted in the creation of non-
integrated databases that had to be supervised and manually updated. For this reason,
the company decided to launch a global initiative - a project to implement the PLM PTC
Windchill system.

The company saw benefits in many areas, but hoped mostly for the significant
improvements in the supply chain area, that is, primarily in purchasing and procure-
ment. There were many systems and databases in the organization that were not inte-
grated with each other. What is more, there were many numbering systems in use that
were incompatible, local and often incomprehensible to employees from other locations
(the coding of some of these systems was in local languages and even using non-Latin
characters). Until now, the way things worked was for each factory (or at most sev-
eral factories) to fulfill orders individually from selected suppliers, usually local. As a
result, due to the lack of standardization and numerous discrepancies in numbering sys-
tems, the same (or very similar) non-standardized components were ordered by different
factories, in small quantities and from different suppliers, and therefore, at very differ-
ent prices. This greatly limited the company’s negotiating capabilities. Additionally, it
caused very serious organizational difficulties related, for example, to the taking over
of production carried out at one plant by another. This also affected the efficiency of
the service, whose employees had to use non-standardized documentation containing
different coding systems.
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The first step in implementing the aforementioned PLM system was the creation of
global procurement structures. The task of people employed in this new organizational
unit was to collect orders from factories across the organization, group them, and then
offer suppliers a larger number of components of a given type. As a result, a more
competitive offer was created by enabling ordering larger batches and selecting the best
and most competitive global rather than local suppliers. Additionally, it was assumed that
it would be possible to develop analyzes based on globally collected data and prepare
forecasts based on them.

However, it turned out that order requests sent from factories located in different parts
of the world were often incomprehensible to those in the global procurement department.
The documentation attached to the orders was prepared using local standards, and the
identifiers of the ordered components differed, depending on the ordering factory. As a
result, the same component ordered by several different factories could have completely
different names and designations, and could be represented differently on the technical
documentation attached to the order. This made the analysis of the provided documen-
tation difficult. Moreover, grouping orders for the same components into larger batches
was more complicated, and sometimes even impossible.

The solution to this problem was to make advanced functionalities of the PLM system
available to employees of the global purchasing department. However, to enable them
to use the data collected in the PLM system, it had to be organized and reliable.

From the beginning, the project was planned as a global one, but due to the difficulties
that could arise due to the scale of the undertaking and the scope of the organizational
change, it was divided into phases. The long-term program was divided into many smaller
projects with a smaller scope and scale of implementation:

e in the first phase, a project involving selected, most representative factories was
planned - its goal was to work in a small team on a selected sample of data and
develop a working solution, which was then to be implemented in selected factories;

e after the completion of the initial project, the solution developed within it was trans-
ferred and implemented in all other factories (this type of activity is referred to in the
company as rollout).

The general activities carried out in the first phase were as follows:

e obtaining data from existing databases of standards applicable in the company;

e analysis of the acquired data, removing duplicates, unifying and merging data,
describing them with attributes and classifying them based on a created and globally
accepted hierarchical classification structure;

e uploading data to the PLM system, assigning them unified identifiers and linking them
to the classification structure; generating and assigning identifiers to standard com-
ponents was performed automatically by the PLM system; this system also ensured
the uniqueness of identifiers;

e implementation of the PLM system with implemented data in selected factories - at
this stage, the standard technical documentation used in a given factory was com-
pared with the documentation contained in the PLM system; if components were
identified in the factory that already had their equivalents in the PLM system, they
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were eliminated and from that moment the components existing in the PLM system
were used;

e a global team of leaders was established in the PLM system, the team was responsi-
ble for introducing new standard components and making changes to existing ones;
processes were also created according to which these activities were performed.
Every employee in the company with access to the PLM system could use standard
components. All users of the PLM system could also submit requests to create new
components or initiate changes to existing ones, but these actions had to be accepted
and were performed only by a group of authorized users.

After completing the stages of the first phase, a similar approach was implemented
in the remaining factories of the organization. Local standards and locally used techni-
cal documentation were gradually eliminated. From the factories where the project had
already been implemented, only standardized technical documentation and global iden-
tifiers were already attached to orders sent to the global procurement department. More-
over, procurement department employees also had access to the PLM system. Therefore,
if there was such a need, they could easily obtain additional information based on the sent
data by searching for individual components in the PLM system database. In addition to
the standard methods available for searching system resources, a data classification mod-
ule has also been implemented. Each standard component was classified and described
with attributes related to its place in this structure.

The source of savings achieved after implementing the project was:

e the use of global standards, it reduced the number of new components developed -
thanks to the unified coding system and new, efficient search tools in the PLM system,
it was easier to search and use an existing component than to create a new one;

e a large part of the designers’ work time was saved, as they no longer had to search
many different databases to find an existing standard component, and if not find it,
create it from scratch; thanks to the fact that procurement department employees have
the ability to independently use the PLM system and search for information, designers
do not have to spend additional time providing information to these employees;

e employees of the global procurement department gained the ability to easily analyze,
identify and group orders by category; with these improvements, they have more
options and additional arguments in the bidding and price negotiation process; in
certain situations, it is possible to transfer components from existing inventories
between factories, instead of ordering new ones;

e after using the PLM system for some time with the new work rules implemented, it
was possible for the first time to make an analysis of completed orders on the basis of
real data (rather than relying on estimates and forecasts); on the basis of the analysis
made, it was possible to develop a global purchasing strategy, negotiations and a more
accurate list of preferred strategic suppliers.

The completed project was a source of improvements in many other areas of the
company’s operations as well. One of them was service, which, once the PLM standard
components database was made available, enabled easier identification of components
scheduled for replacement. This enabled a significant reduction in response time to cus-
tomer requests and faster and more precise execution of service. Also, service employees
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do not have to contact each time the factory that was responsible for manufacturing the
device being serviced, but in many cases, using the PLM system, they can obtain the
data on their own.

With a unified component identification system managed in a single system based
on a global database, it is possible to develop design projects intended for all factories
by a global design office located in any location. It is much easier to transfer production
between factories, as the developed documentation is understood and easily identifiable
in all factories where the PLM system has been implemented. Design projects saved to
the database in any location are almost immediately available and usable in all others.
Similarly, information about a change made to a standard component and its new version
are immediately available throughout the system, and thus in all locations.

7 Discussion and Conclusions

PLM systems, alongside ERP systems, serve as fundamental tools for enterprise man-
agement, having evolved from supporting the work of design and technology engi-
neers. Gradually encompassing all phases of the product lifecycle—from conceptual-
ization, design, manufacturing, distribution, and sale to utilization, recycling, and dis-
posal—PLM systems play an integral role in the digital transformation of manufacturing
companies, a significance often overlooked.

Undeniably, PLM systems function as both integrating tools and environments for
internal company processes and the entire product lifecycle. They emerge as crucial envi-
ronments for various Industry 4.0 technologies by effectively facilitating data gathering,
storage, information exchange, and integration. Consequently, the prompt, reliable, and
flexible implementation of PLM systems becomes of paramount importance.

However, the implementation of PLM systems encounters several challenges,
including:

e Non-Generic Nature: Despite standardized implementation processes and procedural
frameworks, the intricate nature of PLM systems, diverse functionalities, and distinct
company environments hinder generic applicability to every project.

e Limited Transferability of Experience: While implementation companies possess
numerous real industrial case studies showcasing successful PLM system implemen-
tations, the intricacies of each project prevent the seamless transfer of this experience
to new endeavours.

e Confidentiality Concerns: Due to the sensitive nature of company information pro-
cessed in PLM systems and implementing organizations’ apprehension regarding
the disclosure of confidential data, research results on PLM systems implementation
remain largely inaccessible to the public.

This article addresses specific challenges in implementing PLM systems within the
context of Industry 4.0. The key arguments presented are supported by examples drawn
from the implementation of PLM systems in manufacturing companies, both in Poland
and globally.
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Abstract. The free market means that companies have to be very vigilant and
react quickly to changes. Growing competition can pose a threat to a company’s
operations, which is why companies must constantly make sure that products
meet market expectations while maintaining appropriate functional and quality
requirements at the right price. It is therefore very important to supervise produc-
tion processes and improve them. The production capacity and economic effects
of industrial enterprises depend to a large extent on the technology used, orga-
nization and management. In terms of means of production, broadly understood
automation comes to the rescue, in which robotization is becoming more and more
important. The article presents the results of research on the use of vision systems
and manipulators in industry 4.0. A robotic system consisting of a robot, a vision
system and a feeder was selected and tested to pick up delicate products and put
them into appropriate containers. Adding the robot to the production line will
allow, in addition to automatic packaging of products, to monitor the number of
manufactured product packages per a given unit of work shift time on an ongoing
basis. The robot program additionally allows you to view statistics about the takt.

Keywords: Vision Systems - Industrial Robots - Sensors

1 Introduction

Industry 4.0 has introduced, among other things, robotization, automation and comput-
erization so that modeling and simulation of production processes in real time or near
real time will allow for the most efficient and cost-effective methods of testing, selecting
and using technologically advanced materials as part of modern production processes
[1]. In the first place, robots were used to replace dangerous and non-ergonomic opera-
tions. Currently, the area of their application is expanding to include precise, repetitive
operations and often requiring high occupational hygiene. These are very versatile and
flexible means of production that allow to replace manual work to a large extent.

1.1 Industrial Robots

Since the introduction of robots into industrial work, there has been an increased interest
in scientists in achieving possible automation. One way is to randomly put things in
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a box, stack them in a box, or place them in different places and positions, which is
called box picking. This task is challenging because it involves 3D object recognition,
perception strategies, and path planning. In many industrial processes, such as assembly
or kitting, most parts are shipped in boxes or containers, and parts that may be damaged
are only distributed. A common operation is the manual or automatic unloading of parts
using feeders such as long conveyor belts. However, manual collection of parts has many
disadvantages, such as health problems due to the weight of the components, and the
practice is limited [2]. On the other hand, the use of feeding units is often expensive,
inflexible and takes up a lot of space. For this reason, several research groups have
addressed the problem of enabling robots to perform container picking tasks controlled
by machine vision and other sensors [3—5]. Automating the process of collecting parts is
difficult because it involves manipulating and estimating 3D objects, scheduling picks,
planning routes, and avoiding collisions. Despite technological advances in all these
areas, robotic hands have not surpassed human hands in terms of speed, adaptability, and
flexibility [6]. As a result, it is difficult to implement automated bin removal applications
without standardization. However, there are a few general-purpose tools on the market
that can only be used for container picking, especially for containers that contain a
simple type of components. On the other hand, managing containers that contain different
components and complex shapes or are unknown is an open and challenging task.

Industrial robots can be grouped according to their numerous functions, which is not
easy due to their versatility. The criteria for the division can therefore be very different.
Among the most common ones, the following are divided according to [7, 8]:

kinematic structure, i.e. stationary or mobile,

construction of the kinematic unit - monolithic, modular and pseudo-modular,
type of control - sequential, task-based, adaptive and teleoperators,

the type of drive used, i.e. pneumatic, hydraulic, electric and mixed.

Nowadays, there are mainly electrical robots available on the market. Over the past
decades, they have become so refined that they have been used where they used to be:
pneumatic machines (e.g. explosive environments) or hydraulic machines (the need for
high lifting capacities). In addition, cylindrical and spherical robots can be removed
from the classification of robots due to their kinematic structure. They have not been on
the market for many years [9].

Because humans and robots are able to perform tasks, robots and humans can work
closely together, increasing the efficiency of parts collection, increasing the flexibility
and productivity of the system, and improving operator efficiency when using humans
and robots. In fact, robots can perform selective tasks and task positioning without
fatigue, but the cognitive abilities and processing abilities of humans are good in non-
human environments. Collaborative robot capabilities can help solve bin picking prob-
lems by leveraging capabilities such as manual guidance, collision detection, and human-
robot interaction. Research indicates that a remotely located human can assist the robot
in critical situations, solving any self-perception issues encountered during container
retrieval [10-12]. In addition, it has been proposed to use a laser sensor to determine
the distance between the operator and the robot, which allows the speed of the robot to
be adjusted accordingly [13]. In addition, collaborative robots can hand over the picked
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up objects to the operator or pick them up again in a dedicated container lifting cham-
ber [14]. The use of these functions can significantly improve the process of picking
containers and increase the efficiency of human-robot cooperation in this area.

The design of end effectors plays a crucial role in the success of container picking,
as the items in the container may be disoriented, blocked, interfering with each other,
or have varied shapes, textures, and materials. Gripper designs for container picking
range from two-finger and multi-finger grippers to suction or magnetic grippers [15]
and soft grippers [16]. Suction grippers typically have an advantage over parallel jaws
or multi-finger gripping, as they can reach narrow spaces and capture objects at a single
point of contact [17]. The optimal end effector design depends on the geometry of the
items in the container and the state of the container, which changes as objects are picked
[18]. Tool loaders allow robots to experiment with different gripper types, and a strategy
for switching between multiple grippers based on object rarity has been proposed [19].
End effectors used in container recovery applications include force sensors to detect
collisions, control force to avoid damage, and ensure proper object capture.

1.2 Manipulators

Manipulative movements are auxiliary activities, and their number and type depend on
the form of the materials administered. In automated technological systems, handling
systems are responsible for this area. The feeding processes are carried out by means of
appropriate mechanisms. Handling systems can be divided into those in which parts are
delivered in an orderly and disorderly manner, and these in turn into rigid and flexible
systems (Fig. 1) [20, 21].

Parts delivered in an
orderly manner
Handling systems Flexible
Parts delivered in an {

disorderly manner

Fig. 1. Diagram of the division of handling systems [20, 21].

The review of the equipment for feeding delicate products depended on the require-
ments of chaotic delivery of products and their frequent variability. Rigid systems are
usually dedicated to only one type of feeding part, which means that they are not used
in the case of high variability of the assortment of parts. In addition, the characteristics
of fragile parts such as shape, packaging and the possibility of damage disqualify this
type of system. The only chance to automate the feeding of sensitive parts is therefore
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provided by flexible systems. These systems are based on an industrial robot and the nec-
essary instrumentation, which is why such solutions were looked at in further analysis
of the literature and online sources.

1.3 Vision Systems

Machine vision systems are assemblies of integrated electronic components, computer
hardware, and software algorithms that process and analyze the images they take. Using
avision system as the “eyes” of an industrial robot can significantly improve the accuracy
and efficiency of advanced picking operations. The vision system detects the position of
the product in the robot’s coordinate system and transmits these measurements directly
to the robot controller. The data obtained from the vision system is used to control
and automate the process or product inspection. Many manufacturing industries are
adapting vision systems to perform tasks that can be mundane, repetitive, tiring, and
time-consuming for workers, resulting in increased productivity and reduced operating
costs.

Machine vision systems typically consist of five components (or components) that
work together to play their distinct roles to create a vision system capable of advanced
functions. These include [22-24]:

e Lighting and vision systems - responsible for illuminating the object and highlighting
its distinct features that can be seen by the camera.

e Vision Lenses - The lens captures the image and transmits it to the image sensor
inside the camera in the form of light.

e Properties such as field of view, depth of field and depth of field.

e An image sensor that converts the light captured by a lens into a digital image
composed of pixels.

e A vision processing unit that analyzes an image to locate specific features that need
to be observed and measured.

e Programmed specifications and criteria.

e A communication system that quickly transmits the decision made by the vision
processing unit to specific machine components.

There are three types of vision systems used in industry:

e Vision sensors.
Smart cameras.
e Camera-computer systems.

In the last decade, many applications requiring advanced machine vision (such as
shape-based inspection, object digitization, visual inspection, object detection, service
vision, robot optimization, mobile navigation) have developed rapidly in research and
industry [25, 26]. Given the complexity of visualization tasks and systems, automa-
tion of such applications is essential to provide effective and efficient solutions [27].
Over the past decade, robotic vision systems (RVS) equipped with range sensors have
proven useful in automating these tasks. However, implementing RVS to perform these
tasks is considered a difficult and complex challenge. Creators face a common chal-
lenge: calculating the necessary views and important views to achieve the desired visual
performance. This challenge is called the View (Point) Planning Problem (VPP).
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Computer vision is a useful element of innovative solutions in the design of robotic
cells. The solution presented below focuses on object detection and data collection tech-
niques for object detection. Data collection and processing is an important stage of the
machine learning process, with an average of more than 80% of time spent collecting
and processing data [28]. Data-driven machine learning techniques are important for
robots because robots can predict events in advance and prepare for dynamic and unex-
pected situations. Data collection methods vary depending on the use case [29]. In smart
manufacturing, there is a lot of product variability, and when setting up systems for new
products, accuracy is not lost, the ability to use existing data sets is limited. Manual
labeling methods are time-consuming, expensive, require specialized knowledge, and
are prone to human error [30]. The presented solution uses synthetic data generation,
thus reducing the burden of manual tagging and data collection as it is generated.

The aim of this publication was to select and test a robotic system for automatic
picking of fragile products and placing them in appropriate containers. The scope of
work included the preparation of a test stand which is a robotic system consisting of a
robot, a vision system and a feeder. The initial task was to design a station consisting of
the above-mentioned components and assemble it. The system created in this way was
used to check the possibility of automatic picking of delicate products.

The study took into account delicate products that differ in size, shape, weight and
type of packaging, which can be aluminum, foil or cardboard. A delicate product can be a
Christmas tree decoration (bauble), a glass product (a light bulb, a glass), a confectionery
product (a box of chocolates). Therefore, it was necessary to individually select the
appropriate parameters of the vision system. During the test, grip reliability was analyzed,
understood as checking whether the robot will not drop the delicate product during
movement, whether it will not crush it, whether the packaging will not tear, and what
speed of the robot arm will be the best in terms of both efficiency and safety. The next
stage of the research was to check the possibility of automatic insertion of the delicate
product into the socket provided for it in the stamping. The test provided data that allowed
the future to plan the assembly of the packaging on the production line in accordance
with the predicted tact, i.e. how many products the robot will be able to insert into the
extrusion in a given time. This made it possible to decide how many such robotic stations
would be needed to completely eliminate manual work from this area of production. An
additional aspect investigated was the possibility of computerization of production with
the use of the created station, i.e. checking what data can be provided by the robot and
which of them can be useful.

2 Streamlining the Packaging Process by Partially Robotizing
the Production Line

The subject of the research is the packaging of delicate or soft products of various
shapes, sizes and weights. The packaging includes several dozen products of various
shapes, including spherical, cuboid, flat and cylindrical.

The packaging process is one of many processes carried out on a semi-automatic
line. The processes of manufacturing complete orders also include: lining the cardboard
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packaging, applying glue, applying the protective spacer, inserting the molding into the
cardboard packaging, closing the cardboard packaging, applying labels, foiling.

The possibility of improving the packaging of fragile parts was investigated by
using a robotic system using Omron equipment consisting of an RS4 robot, a camera,
an Anyfeeder and integrated software supporting these devices (Fig. 2). It was decided
to test such equipment due to the integrated control system for all devices of the above
configuration. The offer of other companies was not complete, i.e. individual components
would have to be obtained from different manufacturers and the whole thing would have
to be integrated on their own.

Camera

Robot

Aluminium
profile

Dispenser NS
Anyfeeder g plate

Fig. 2. Construction of a station for packing fragile parts.

A station frame was designed to allow all components to be assembled in the right
place. The supporting frame of the frame has been designed with the use of aluminum
profiles. An aluminium plate is attached to the frame, which is the mounting base for all
components. The Anyfeeder dispenser is mounted directly to the mounting plate, while
the robot is placed on a special platform so that the movement zone of the arm coincides
with the feeder pick-up zone. The camera and an additional light source in the form
of a rectangular lamp are attached to a bracket also attached to an aluminum plate. In
addition, due to the moving parts of the robot posing a potential threat to the employee,
the danger zones can be protected with a safety guard made of polycarbonate sheets.

The designed system can replace one or more manual packing stations on the
packaging line (Fig. 3).

Of the available methods of gripping objects by industrial robots, suction cup grip-
ping was chosen. Soft suction cups were better suited for handling fragile products than
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Fig. 3. Diagram of the position at the packaging line.

jaw grippers posing a risk of crushing the product. The robot is therefore equipped with
a vacuum gripping system consisting of a vacuum generator from Festo with a sensor

for the presence of the workpiece to be gripped and a suction cup mounted on a spring
compensator with protected rotation (Fig. 4).

Fig. 4. Vacuum robot gripping system.

The final selection of the “suction cup” type was preceded by tests of grip reliability

of the tested Products. 5 different types of suction cups were used for the test (Fig. 5)
from four producers.

The selected nozzles differ in shape, size, hardness and fastening element.
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Fig. 5. Silicone suction cups analysed: a) 011626S, b) B10.016.008.S, c¢) 130.013, d)
B10.015.007.540, e) FBX15.

2.1 Object Detection

The use of a vision system requires adequate illumination of the area analyzed by the
vision system. The image that the camera sees without an additional light source is
not legible (Fig. 6). Natural light, as you can see, blurs the shape of the object and is
additionally unstable - at different times of the day or year, the light shines with different
intensity, affecting the stability of work.

Fig. 6. A product image from a camera without an additional light source.

The created station has two sources of artificial light in the form of:

e “Backlight” with an additional IR filter that only allows infrared to pass through (the
rest of the light is invisible). The source of this light is located under the Anyfeeder
dispenser. This solution makes it easier to recognize the outline of the shape of the
analyzed object. In the case of products that have a differently printed front and
reverse, it does not allow you to tell which side the product is lying on the feeder.

e “Light” (white), in which it is also possible to illuminate the object with polarized light
or without a polarizer. In the case of a product with a shape of a form, the polarization
turned on allows you to see the print better, while the disabled polarization has a
positive effect on the outline of the object.

In addition to providing adequate lighting, other parameters of the vision system had
to be configured. Among the most important of these are the grayscale edge detection
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threshold and the exposure time. The camera view of the same product is shown below
with three different edge detection threshold settings: high sensitivity, normal sensitivity,
low sensitivity. Changing this parameter affects the quality of the image you get. The
clearest image in the case of a figure-shaped product was obtained at normal and low
sensitivity settings. A photo taken at high sensitivity does not allow to identify the entire
shape of the figure and most of the elements of the print. The exposure time, i.e. the time
in which the sensor was exposed, is a numerical parameter set to a specific value. In
Fig. 7. Three examples of images from the camera are presented using different values
of this parameter (3 000, 10 000 and 30 000).

2 D)

Fig. 7. Camera image of the product at different exposure times: a) 3 000; (b) 10 000; (c) 30 000.

Images obtained by changing the exposure time show that the best results for this
product can be obtained at settings around 10 000. Too high a value results in an image
that is too overexposed, on which it is difficult to reproduce the correct contour of the
product. The selection of appropriate parameters allowed us to start teaching the vision
system. After the camera has taken a photo of the product, the area of interest is marked
with a rectangular frame (Fig. 8).

~ L

Fig. 8. A selection view of the area of the character’s photo.

The vision system then analyzed the selected fragment according to a predetermined
method (e.g. by shape or color). In this case, the recognition by edges was set, so the
system marked all recognized lines on the overprint in green (Fig. 9a).

The image provided by the vision system is processed by removing less important
features. In this case, the outline of the contour and the paws of the figurine were chosen
to recognize the product - green in the view below (Fig. 9b). Blue indicates the edges
that should have been selected as those that the camera does not need to detect. At this
point, it was also necessary to specify the coordinate system that defines the place where
the product is gripped - the yellow axes.
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Fig. 9. Lines on the print: a) automatically marked by the vision system and; b) deselecting the
less important edges from the product image.

The image prepared in this way is the basis for the vision system’s product search.

3 Testing

The research on picking and inserting products began with adjusting the parameters
of the vision system and the robot for each type of product. A given configuration of
exposure, sensitivity and speed was adopted only when such a setting was obtained,
which allowed to perform 10 successful manipulations in a row. Then the robot was
started on time in the range of 30 min to 1 h to see how many pieces the robot was able
to correctly place the stampings in the nest.

Table 1 presents a report of the tests performed, including the set parameters, the
shape of the product and the results obtained.

Table 1. Product Picking and Insertion Test Report.

Shape Ball A |Ball B | Figure A | Figure B | Figure C | Flat A Flat B
Exposure 8000 5000 12000 12000 10000 10000 10000
Sensitivity low low normal | Normal |normal |normal |normal
Velocity [%] 90 90 70 70 90 90 90

Tact [s] 1.8 1.8 22 22 1.8 1.7 1.8

Grip effectiveness | 100 100 100 100 100 100 100

[%]

Insertion efficiency | 100 100 100 100 100 100 100

[%]

Nozzle type FBX15 |FBX15 FBX15 |FBX15 |FBX15 |011626S |011626S

The results of the tests allow us to observe that the robot is very effective, because
one hundred percent effectiveness of both gripping and inserting products was achieved.
Input parameters were crucial, as inadequate positioning resulted in deformation of the
packaging or extended handling time. Figure C, Ball A and Ball B are available in only
one piece, so if you want to pack them with a robot, you would have to divide the feeder
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into two zones and take both products from the same device. Most of the products met
the tact requirements, i.e. they were able to insert two pieces in less than 4 s. However,
two pieces did not meet these requirements — Figure A and Figure B, which have a total
insertion time of 4.4 s. The desire to fully automate the feeding of this product would
therefore involve the use of two automated stations, whereas currently this is done by
one human.

4 Summary and Conclusion

Packing products with the use of manual lines does not provide up-to-date information
about the progress of work. A fast cycle time of about 4 s makes it difficult for the
employees at the line to count the products passing on the conveyor, so they are counted
only when they fill the entire collective package and the entire pallet. This means that
information about the current production volume is transmitted at intervals ranging from
a few to several minutes. Adding a robot to the production line would allow, in addition
to automatic packaging of products, to monitor the number of manufactured product
packaging per a given unit of shift time on an ongoing basis. In addition, the robot’s
program allows you to view statistics on the cycle with which it worked, which allows
you to see how the efficiency of the entire packaging line changed during one shift, i.e.
at what times the greatest delays or errors occurred, e.g. in the form of a lack of stamping
- its detection is possible thanks to a special sensor mounted at the station. On the other
hand, there is no need for the vision system to detect missing products in the stamping,
as this is done by an inspection device located further down the line and is more accurate.

The invention and introduction of robots into industry makes it much easier to auto-
mate some technological operations, but it is associated with the need to equip it with
appropriate tools and aids. A significant area of application for robots is handling activi-
ties related to the delivery of parts to the work zone. On the basis of the research carried
out, it can be concluded that feeding delicate products is possible, but much more difficult
than homogeneous parts - made of plastics produced from injection molds or metal parts
from dies, which have repetitive physical characteristics. Delicate products are much
more fragile, which makes them susceptible to damage. Packaging also often makes
handling operations difficult. In the case of aluminum foil packaging, they differ in their
micro folds, which complicate the image recognition of the shape due to their random
arrangement. In addition, this type of packaging is much more susceptible to damage
during handling, e.g. tearing. During the test, there were damaged products, but the robot
did not detect them. Plastic foil packaging, on the other hand, is much more resistant
to gripping and tearing. The products are placed in them with appropriate looseness,
which results in an irregular shape of the packaging. This makes it difficult for the vision
system to achieve stability in shape recognition.

Acknowledgments. The presented results are derived from a scientific statutory research project
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Abstract. The rapid evolution of additive manufacturing, commonly known as
3D printing, has spurred the need to determine when this technology should
be favored over conventional or subtractive manufacturing techniques. Select-
ing additive manufacturing for a given part hinges on its complexity, as it must
offer an economic advantage over traditional manufacturing methods.

This paper introduces a method for assessing the geometric complexity of
parts intended for additive manufacturing. While the prevalent approach in most
industries relies on surface area to volume ratio as an indicator of complexity,
our study highlights its limitations and potential for misleading manufacturers. In
response, we propose a novel method that leverages machining surface generation
and scrap ratio to evaluate part complexity. The effectiveness of this method is
demonstrated through validation with real-world industrial parts and virtual man-
ufacturing assessments, proving its superiority to the traditional surface area to
volume ratio.

One of the key advantages of our proposed method is its potential for automa-
tion, with the capability to analyze stereolithography (STL) files and estimate part
complexity features. This automation has the potential to significantly reduce the
cognitive load on additive manufacturing experts, making the technology more
accessible and efficient. Overall, our research contributes to the critical decision-
making process for selecting the most suitable manufacturing method, ensuring
that additive manufacturing is chosen when it offers a distinct economic advantage
driven by part complexity.

Keywords: Algorithm - STL - Geometric Complexity - CAD model

1 Introduction

3D printing, or additive manufacturing, is the construction of a three-dimensional object
from a CAD model or a digital model [1]. Additive manufacturing is a process in which
components are made by adding material layer by layer. Additive manufacturing over-
comes the limitations of traditional manufacturing methods to create highly complex
parts with improved functionality [2—5]. But the additive manufacturing technology is
costlier than the traditional manufacturing process [6]. So, a decision is required whether
to produce the part using traditional or additive manufacturing. Even today these deci-
sions are taken by the manufacturing experts or by producing the part in both techniques
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and then analyzing the cost and time [7]. Since there are millions of parts manufactured
in industries it is nearly impossible to evaluate each part in this way. So, there is a need
for a system and method which automatically evaluates the CAD model of the part for
complexity and recommends which manufacturing technology is suitable for the part.

Shape complexity evaluation methods offer various approaches for analysis. The
most preferred technique involves assessing shape complexity through the lens of prior
manufacturing experiences [8, 9]. Nevertheless, this estimation approach is inherently
subjective and heavily reliant on the individual performing the assessment. For highly
experienced individuals, this estimation process is notably swift and accurate. Con-
versely, inexperienced individuals may produce assessments that are entirely erroneous,
resulting in suboptimal and costly solutions being adopted.

Several attempts have been made [10, 11] to evaluate geometric complexity of part
using STL [12] files. However, the authors have used final shape surface area and volume
to do the analysis and combine it with property of STL such as number of triangles and
size of triangles in STL file. This approach is not only computation extensive but also
prone to error in case of triangulation error. The proposed method presented uses fun-
damental of machine surface generation and machining volume to compute complexity
indicator.

2 Geometric Complexity Evaluation Method

2.1 Existing Way of Calculating Complexity

Complexity score is calculated [13] based on Surface Area (SA) to Volume (V) ratio of
part.

. Surface Area (SA)
Complexity score = ————— @9)
Volume (V)

A complex part will be having a high complexity score. The Major disadvantage of
this approach is that different parts with different shapes and sizes can’t be compared
together in terms of complexity score.

Since the formula is not dimensionally normalized. Hence a generic complexity range
cannot be made. The proposed method for complexity estimation gives a dimensional
neutralized index through which a different set of parts can be compared for complexity
simultaneously.

2.2 The Proposed Method of Evaluating Complexity of Parts

Conventional machining on parts generates surface area and removes material from the
raw material to achieve the final shape. The developed Part Complexity Indicator (PCI)
takes both into consideration how much material is removed, and a new surface area is
generated with respect to raw material to evaluate the part complexity. The part com-
plexity indicator of CAD model is calculated based on the part surface area, volume,
bounding box or cylinder surface area, and volume. The part complexity indicator indi-
cates the manufacturing complexity of part using a conventional machining process.
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Since the geometric or shape complexity increases machining time due to additional
setups, number of tool changes and amount of material removal required to achieve
final shape. Based on part PCI (part complexity indicator) a decision is taken using
additive manufacturing adoption matrix. The additive manufacturing adoption matrix is
prepared with the help of part manufacturers who are manufacturing parts using con-
ventional manufacturing techniques. The scale is prepared for decision making using a
PCI score. This method and system are automated using a programming language that
takes part CAD model as input and suggests manufacturing techniques based on part
complexity.
The steps to evaluate complexity of parts are explained below.

I. Calculation of the part surface area, volume, bounding box or cylinder surface area,
and volume. These parameters will be used further for the calculation of Part Com-
plexity Indicator (PCI). These geometric parameters can be calculated directly from
CAD filei.e., STL File format or other CAD File format or manually using the part
drawing.

II. Once part surface area, volume, bounding box or cylinder surface area, and volume
are calculated, the next step is to calculate Machining Surface Generation Ratio
(MSGR) and Machining Scrap Ratio (MSR) using the expressions 2 and 3 as given
below. The first formula gives the ratio of newly generated surface area with respect
to raw material surface area i.e., the bounding box or cylinder surface area. While
the second formula indicates how much material has been removed from raw or
input material to achieve the final finished shape. Since now we have two indicators
Machining Surface Generation Ratio (MSGR) and Machining Scrap Rate (MSR).
The composite Part Complexity Index (PCI) is given of multiplication of MSGR
and MSR as shown in equation.

Part surface area
MSGR = - - 2)
Surface area of bounding box or cylinder
Part Volume
MSR=1— - - 3)
Volume of bounding box or cylinder
PCI = MSGR x MSR 4)

III. Based on the Part Complexity Index (PCI) decision is made using an additive man-
ufacturing adoption matrix. The ranges and corresponding decisions are shown in
Table 1. The table is made with the help of a part manufacturer using a conventional
machining technique. The manufacturers are asked to rate part complexity in terms
of time and setups to manufacture the parts. The Part Complexity Index (PCI) of part
is mapped against the complexity rating provided by the manufacturer in increasing
order as shown in Table [4]. Now, once a new part comes with a Part Complex-
ity Index (PCI), the part complexity can be decided and the decision for additive
manufacturability can be made using additive manufacturing adoption matrix.
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Table 1. Additive Manufacturing/3 DP adoption matrix

PCI <0.1 0.1-0.3 0.3-0.5 0.5-0.9 >0.9

Complexity | Very Low Low Medium High Very High

Decision Conventional | Conventional Additive Additive Additive
Machining Machining (Not | Manufacturing | Manufacturing | Manufacturing
(AM Not Recommended) | (Redesign the | (Recommended) | (Highly
recommended part for more Recommended
at all) complexity if for 3DP)

possible)

2.3 Workflow for Part Complexity Evaluation (Fig. 1)

Modelling Tool is a software where part CAD models are built. The part model can
also be built on drawing paper with the help of required drafting tools. But in current
industry practices, CAD software is used to build a part model instead of hand drawing.

Part CAD model is the output of CAD software in which part geometric informa-
tion, GD&T, and manufacturing information are stored in different formats as shown
in Fig 2. The part CAD model could be a surface model such as a STL file format (an
abbreviation of “stereolithography”). It is a file format native to the stereolithography
CAD software created by 3D Systems or a .3DXML file format which is a proprietary
3D file format developed by Dassault Systems. These are well known industry standard
CAD surface model file formats which are being used across industries. The part CAD
model could also be a solid model file format such as a .IGES file format. Initial Graphics
Exchange Specification (IGES) is a neutral file format designed to transfer 2D and 3D
drawing data between dissimilar CAD systems or a. PRT file format. PRT is a part or
model file format developed by PTC Pro/Engineer or a .STEP file format. STEP file is
a CAD file format, usually used to share 3D models between users with different CAD
systems. Graphics Exchange Specification (IGES) is a neutral file format designed to
transfer 2D and 3D drawing data between dissimilar CAD systems or a. PRT file format.
PRT is a part or model file format developed by PTC Pro/Engineer or a .STEP file format.
STEP file is a CAD file format, usually used to share 3D models between users with
different CAD systems.
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Fig. 1. Part Complexity Evaluation Workflow for Computer Program
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Fig. 2. Input Part CAD Model Details

Calculation of Part Geometric Properties. From Part CAD model file format geo-
matics properties such as part surface area, Part Volume, bounding box or cylinder
are fetched. There are various automated ways of fetching these details from the CAD
model. Here Python stl open-source library was used to fetch these details from STL
file format. The user can also calculate these parameters manually if part drawings are
available instead of CAD file format.

Calculation of Part Complexity Index (PCI). Once the geometric parameters are
calculated the next step is to calculate Machining Surface Generation Ratio (MSGR),
Machining Scrap Ratio (MSR) from the Eqgs. 2 and 3 respectively. With the help of
MSGR and MSR, Part Complexity Index (PCI) is calculated using Eq. 4.

Decision Making Part Complexity Index (PCI) is used for decision making using an
additive manufacturing adoption matrix as shown in Table 1. If PCI < 0.1, the system
does not recommend at all for additive manufacturing based on complexity of the part.
Similarly, if PCI > 0.9, the system highly recommends parts for additive manufacturing.
The intermediate index is interpolated accordingly as shown in Table 1.
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3 Results and Discussion

The proposed novel methodology is tested against the industrial parts. The surface area
to volume ratio is calculated using STL file of respective parts. The python package
numpy-stl is used to compute STL surface area and volume of the parts. The STL file
approximates part shapes using triangles. The surface area of parts can be calculated
using adding surface area of approximating circle. Similarly, the volume of the parts
can be calculated using enclosed volume by the approximating circle. The calculated
surface area and volume ratio of the parts are shown in Table 2. According to surface
area to volume ratio complexity determination the car body is least, and concept brick
is most complicated geometry to manufacture.

Table 2. The calculated surface area and volume ratio of the parts

Part Name Surface Area/Volume
Car body 0.11
Stiffener 0.30
Hop Top 0.415
Bearing Bracket 0.474
Bracket 0.54
Pump Casing 0.86
Steering Mount 0.86
Wing Panel 1.037
Sphere Lattice 1.30
Concept Brick 1.91

Figure 3 shows the parts in ascending order of its geometric complexity of
part according to surface area to volume method. The sphere lattice, which is most
geometrically complex, ranks below the concept brick.
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Carbody Stiffener Hop top Bearing Bracket Bracket

Pump Casing Steering Mount WingPanel Sphere Lattice Concept Brick

Fig. 3. Parts in ascending order of its geometric complexity of part according to surface area to
volume method

The part complexity indicator of same parts is calculated by first estimating the
surface area and volume of bounding box or cylinder. The numpy-stl python package
is used to mesh the STL part geometric and maximum and minimum dimension in
each x, y and z direction are estimated. The bounding box dimensions are estimated by
subtracting maximum and minimum dimensions in x, y and z directions. Once bounding
box dimensions are known the surface area and volume of bounding box can be calculated
as below expression 5 and 6. The PCI can be automatically computed using part STL
file and python program using proposed method. This reduces manual dependency to
review each part.

Bounding box surface area =2 % (x xy +y * 7 + 2 % x) 5)

Bounding box volume = x xy % z (6)

The expressions (2), (3) and (4) are used to calculate part complexity indicator. The
Table 3 shows the part complexity indicator and additive manufacturing feasibility as
per Table 1 of the parts. According to part complexity indicator (PCI) the bracket is least
complex and sphere lattice is the most geometrically complex part.
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Table 3. The calculated PCI and 3D manufacturing feasibility

Part Name Part Complexity Indicator (PCI) 3D manufacturing feasibility
Bracket 0.11 No

Car body 0.30 No
Steering mount 0.415 Low

Hop top 0.474 Low
Bearing Bracket 0.54 High
Pump Casing 0.86 High
Wing Panel 0.86 High
Concept Brick 1.037 Very High
Stiffener 1.30 Very High
Sphere Lattice 1.91 Very High

Figure 4 shows the parts in ascending order of its geometric complexity of part
according to novel PCI method. The sphere lattice, which is most geometrically complex,
is ranked highest. The bracket is ranked least.

o g 8§ & N

Bracket

Pump Casing

Wing Panel

Steering Mount Hop top Bearing Bracket

Concept Brick Stiffener Sphere Lattice

Fig. 4. Parts in ascending order of its geometric complexity of part according to novel PCI method

The comparison of two methods is done using number of setups required, number
of axes required and complexity of CNC part program using Creo CNC part program
generator. Table 4 shows the comparison of two methods against actual manufacturing
complexity. The higher the rank part is more complex to produce using conventional

manufacturing methods such as CNC.
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Table 4. Comparison of two methods against actual manufacturing complexity

Part Name Rank (SA/Vol) Rank (PCI) Rank-Actual
Bracket 5 1 1
Car body 1 2 2
Steering mount 7 3 9
Hop top 3 4 4
Bearing Bracket 4 5 5
Pump Casing 6 6 6
Wing Panel 8 7 7
Concept Brick 10 8 8
Stiffener 2 9 6
Sphere Lattice 9 10 10

Figure 5 shows the graphical representation of comparison of rank of industrial parts.
Out of 10 parts the surface area to volume method can predict only one part accurately
i.e., pump casing hence accuracy of this method is 10% while the proposed method is

able to predict 8 parts accurately out of 10, hence its accuracy is 80%.

The two methods predict the same complexity ranks as actual ones for pump casing.
The maximum deviation in rank using surface area to volume ratio method is of 4 and
it is 3 for using part complexity indicator method. The instance of deviation is limited

to one in PCI while it is 9 for SA/Vol method.
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4 Conclusion

This paper has presented a novel approach for evaluating the geometric complexity of
parts with the aim of determining their suitability for additive manufacturing. While
the conventional approach relies on the surface area to volume ratio as a measure of
complexity, this study has pointed out its limitations and potential for misleading man-
ufacturers. In response, a new method, the Part Complexity Indicator (PCI), has been
introduced, which considers both the generation of new surface area and the amount of
material removal in the context of conventional machining. This method offers a more
robust and dimensionally normalized index for comparing the complexity of various
parts.

The proposed method has been successfully applied to real-world industrial parts,
demonstrating its superiority over the traditional surface area to volume ratio method
in accurately assessing complexity. The automated nature of this approach, which can
analyze CAD models, particularly STL files, offers significant advantages, reducing the
cognitive burden on additive manufacturing experts and making the technology more
accessible and efficient.

The results of this research provide valuable insights for manufacturers, enabling
them to make informed decisions on when to opt for additive manufacturing over con-
ventional methods based on part complexity. This not only improves the efficiency of
manufacturing but also contributes to cost savings and overall competitiveness in the
industry.

By introducing the Part Complexity Indicator and the additive manufacturing adop-
tion matrix, this paper paves the way for a more data-driven approach to manufacturing
decisions, ensuring that additive manufacturing is chosen when it offers a distinct eco-
nomic advantage driven by part complexity. This work aligns with the evolving land-
scape of additive manufacturing, offering a reliable tool to navigate the decision-making
process and promote its wider adoption.
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Abstract. The paper presents an exploratory investigation concerning the usage
of Al tools in automotive companies in order to streamline their risk manage-
ment processes. A risk identification procedure is performed at organizational and
process levels, and a comparative analysis is undertaken between the classical
approach for developing proper mitigation measures and the Al-supported man-
ner of doing the same. Some of the most popular tools in this field are employed
and studied, such as large language models, data analytics and knowledge rep-
resentation. The differences and changes are analyzed from the point of view of
their effectiveness, efficiency and adaptability within the existing manufacturing
frameworks in the automotive industry.

Keywords: artificial intelligence - risk management - automotive industry

1 Introduction

In the context of the present, where the twin transition becomes a necessity [1], as
well as an opportunity, the use of advanced digital technologies in risk management
can prove to be challenging task for manufacturing companies. Out of the traditional
sectors of manufacturing, automotive production is considered to be at the forefront of
the confluence between technology and customer trends, therefore it is conceivable that
production managers are searching for ways to help their firms navigate the complexities
of today’s market.

The current work proposes an exploration of the possibilities to quickly and effi-
ciently use the most common techniques encountered in the field of Al, which have
gained a large popularity in the past year. It examines characteristic features of the
modern risk management process that is distinguished by the addressing of uncertainty
and employing partial information As key staff become overburdened by tasks, their
involvement could be supplanted by employing proper tools coming from the digital
sector. These tools are natively designed to work with large amounts of data and pro-
cess business and manufacturing intelligence in heuristic approaches for developing
innovative solutions and timely decisions. The investigation exploits a generic risk man-
agement approach that is tailored to the needs of automotive component manufacturers
and explores its resolution between a classical approach and an Al-powered one in par-
allel. The discussion of results is undertaken based on a guided compare & contrast map
using predefined axes.
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2 Literature Review on Automotive Risk Management

Risk management in the automotive industry, especially for SMEs that manufacture
components [2], is a complex undertaking that has been covered in literature from dif-
ferent perspectives [3]. As the management activities related to an automotive supplier’s
business model are inevitably connected to a supply chain, in various positions, there
are many contributions that deal with improving the performance of risk evaluation and
mitigation along the relations established within the chain using multicriterial analysis
[4]. From delays to quality issues having more intricate dealings such as shared know-
how and common product development, these aspects are difficult to deal with and have
the potential to severely affect the survivability and competitiveness of the companies
leading to challenging and complex decision-making processes [5]. Other organizational
[6] and industry level situations that have the potential to generate risk and require reduc-
tion strategies include the greening of production [7], the digital transformation and the
relationship with the workforce.

In many cases, the most visible aspect of risk management in the automotive indus-
try and the costliest one is related to organization of the production system and the
configuration of the production processes it employs [8]. The variability of production
is a constant threat to the bottom line of the company as it generates nonconformities
and complaints, which can reach up to the market level. Many of the mandatory risk
instruments required in the industry standard are related to the following areas: predic-
tive maintenance [9], statistical process control, measurement system analysis, failure
modes and effects analysis, etc.

One of the most sensitive aspects of risk management on the production floor is
worker safety particularly while the operators are interacting with the manufacturing
equipment and other specific hardware [10]. The regulatory framework and the appli-
cable standards supplemented by the requirements of unions and worker representative
organizations drive considerable interest in this area. This is also expanding nowadays
with new threats such as coworking with robots and Al-based decisions that are not
calibrated for human safety. As an extension of these issues, the increasingly important
and ubiquitous digital system are exposed to a large array of cybersecurity risks [11]
and they require a special consideration.

Product risks fall mostly within the realm of reliability issues and product lifecy-
cle management approaches. Automotive components are expected to perform at high
standards of reliability for a precise duration, which determines different approaches in
their design and manufacturing as opposed to regular consumer goods. Environmental
risks [12], affecting both products and processes, are also well covered in literature with
various proposed solutions.

Finally, the literature has methodological studies that seek to adapt existing instru-
ments or create new ones to be able to perform risk analysis and the subsequent inter-
ventions in line with the requirements of the industry such as the House of Risk [13],
Threat Agent Risk Assessment & STRIDE [14] or SAHARA [15]. However, there is
still a long way from academic or professional proposal until factory validation and an
even longer way until widespread industry acceptance and use.
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3 Methodology and Materials

The Al implementation and parallel analysis has been conducted using a generic model
of the risk management process (Fig. 1). This serves as a qualitative prototype to enable
the generation of the compare and contrast map later in the paper.

*Internal analysis: strategy and planning, organiational culture, business model, A
management style
*External changes: regulatory framework, financing and investmaent, relation with
authorities, relation with the market, environmaental and social impact
w,

*Managementrelated: process oganzation and interfaces, communication failures, \
human factors

*Infrastructure related: facility & workenvironment, equipment and maintenance

*Personnel related: insufficent training, lack motivation, exaggerated mobility

*Supplier related: contract provisions, inspection requirements, outsourdng

«Customer changes: unclear requirements, shifting trends, cultural bamriers J

*Faulty design: poor process structure & review, insuficient validation, immaturity N
*Materials/components issues: supplied non-conformities, limited support,
inresponsivetorequests
*Manufacturing issues: process stability and capability, insufficient maintenance,
LTRSS U TS  improper variability control, installed capacity
sources eStorage and logistics issues: long logistics chains, deteriration along the network
*Software and connectivity issues: poor design, limited operability, obsolence )

N

*Product inherent limitations: expensive tomaintain and use, requires frequent
adjustments, requires hardto findconsumables

«Customer support: incomplets information orupdates, technical assistance issues,
failure torepair or replace the product

*End-of-life management lack of ifformation sbout disposal, lack of adequate
facilitiesand services

J

«Competition inthe market: other products become dominant, customer permnion;
influenced orbiased, product availability isdiscontinuous

*Societal changes: public opinion influences customer behavior, accidents or disasters
related to the product occur b

~
*Force majeure: calamities, wars, pandemics

*Subjective limitations: lack of self-analysis and reflection, misplaced trust, arrogance
B ER TS about own capabilities
able causes

»

Fig. 1. Generic model of the risk management process in automotive companies.
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4 Results of the Parallel Implementation

In the following, we present in parallel the main characteristics and results of performing
classical risk management (RM) and Al-supported RM, using some of the currently
available tools for each stage described previously (see Fig. 1) in order. It is noted that
all the Al instruments exemplified below have been identified using the website “There’s
an Al for that” (TAAFT) available here https://theresanaiforthat.com/ [16] (Tables 1, 2,
3,4, 5 and 6).

Table 1. Environmental scanning (external) performed with ChatGPT 3.5 free version [17]

RM
Stage
Classical | Use oftools like: SWOT, PEST, Balanced Scorecard, Hoshin Kanri X Ma-
approach | trix, etc.

RM Use own personnel from: legal, marketing, sales, procurement, HR

Use external consultants for: strategic management, integrated manage-
ment, HR, financial management

Environmental Scanning

Al- Al tool to use: ChatGPT by OpenAl - https://chat.openai.com/ (LLM)
supported
(example)

ChatGPT

on ssuchas
conditions and consumer preferences can lead to fluctuations in market demand,

impacting sales and production volumes.

Inerability
Judi or
 may affect
3. Regulatory inlocal regulations related to
' standards, s ortrade policies can
J processes
a jical Shi suchas

can pose ariskif

adapt quickly, invest in research and development, or retrain their workforce.

Sl tothe skilllevel of the

workforce, as well as potential labor strikes or disputes, can impact production

costsfor Romana.

@ You

Can you propose a solution for each of these risks?

@ chatapT
Certaily here e proposed slutionsfor each of th identfied rsks:

1. Market Demand Fluctuations:

various consumer segments and preferences.
B o research and

ving for pr
‘adjustments to production levels.
2. Supply Chain Disruptions:
* Supplier Relati

tha
single supplier.

risks in the

5. Regulatory Changes:

monitoring ofindustry e & ina dedicated reg

team.
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Table 2. Process variability related analysis with hal9 trial version using the included publicly
available Kaggle USA cars’ database [18]

IS{tl:[ge Process variability sources

Classical Use of tools like: Statistical Process Control, Capability studies, Gage

approach R&R, Measurement System Analysis, FMEA etc.

RM Use own personnel from: design, production, maintenance
Use sensors, monitoring equipment, internal and external laboratories, per-
form simulations

Al- Al tool: hal9 by hal9 Inc. - https://hal9.com/ (Data analytics)

supported

RM

(example)

count

Year

how often cars break down?

e The question can be applied to the manufacturer’s own data to
gather insights regarding production related issues that lead to
trends and patterns in product faults

e  Similarly, the question can be applied within the production sys-
tem to determine production equipment failures in relation to
design model, maintenance interventions, supplier delivered
components, etc.

5 Discussion and Comparison

After completing the previous analysis, a series of aspects becomes apparent related to
the benefits and challenges of both methods (see Fig. 2).

The classical approach has the advantages of accuracy and flexibility on its side,
while the Al-supported risk management method can be considerably faster, albeit only
mildly skilled. This is on the one hand due to the lack of dedicated tools at the moment
and on the other hand to the inherent limitations of technology. However, they both
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Table 3. Product failure reduction project with Clarify Al [19]

RM
Stage
Classical Use of tools like: FMEA, FTA, Tree diagram, TRIZ, Ansoff Matrix, Qual-
approach ity Function Deployment, Kano model, Morphological Chart, DMADV
RM from Six Sigma, etc.
Use own personnel from: marketing, design, quality assurance
Use product sensors, market intelligence, distributor data, service and re-
placement data

Product failure sources

Al- Al tool: Clarify Al by Clarify Al - https://www.clarify-ai.com/ (Genera-
supported | tive Al)
RM
(example)
nb
e i }
e i T
= - / /
>
o
@ -~ [ o
o

<

Quick Navigation

Engaging Customers in Product Development Process

Unresolved: 0/ 8

+[(1|3|®

need to provide their results to the decision makers in the company in order to initiate a
complete improvement cycle.
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Table 4. End-of-Life-cycle ideas generated by Telborg free version [20]

195

lS{tlzfge Life-cycle reliability
Classical | Use of tools like: Life-cycle assessment, Sustainability scores, Design for
approach | X, UML diagrams, etc.
RM Use own personnel from: design, production, customer support
Use sensors, monitoring equipment, consultants, perform simulations
Al- Al tool: Telborg by Telborg, Inc. - https://www.telborg.com/ (LLM)
supported
RM
(example)

6 Conclusions

Both methodologies can prove to be useful for an automotive company looking to
improve its results. However, one of the most important lessons learned during the study
is to tailor the modus operandi to the task at hand, either favoring speed or specificity.
Eventually, as more instruments develop and the datasets become more complex, it is
possible to conceive of an RM process that seamlessly combines human insight and the
Al strength of trend discovery. The intricacy of the analyzed industry is a key factor in
recommending only limited adoption of AI RM at this moment, but simpler industrial
context might benefit from the approach on a larger scale.
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Table 5. Customer/buyer personas generated by Wepost trial version [21]

l;gqge Customer acceptance

Classical Use of tools like: Business Model Canvas, Marketing mix, CRM
approach Use own personnel from: design, marketing, top management

RM Use external marketing consultants and service providers

Al- Al tool: Wepost by Sem Salands (Wepost) - https:// www.wepost.ai/ (Gen-
supported | erative Al)

RM

(example) Event-Engineer Evan

%
\».-‘:"." o

v'Fpost

Blueprint Becky

42 yer
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Table 6. Searching for unknown risk causes performed with ChatGPT 3.5 free version [17]

RM
Stage

Unknowledgeable causes

Classical
approach
RM

Use of tools like: Brainstorming, Mind-Mapping, etc.
Use own personnel from: top management
Use external consultants for forecasting and foresight

Al-

Al tool to use: ChatGPT by OpenAl - https://chat.openai.com/ (LLM)

supported
RM
(example)

@ You

What are three main sources of unkown risks for automotive manufacturing?

ChatGPT

Identifying unknown or unexpected risks can be challenging, but some potential

sources include:

1. Emerging Technologies:

* Rapid :The

significant technological transformations, including the development of electric

industry is undergoing

and us vehicles,

may arise from the pace of technological advancements, such as unexpected

technical issues, cybersecurity threats, or disruptions caused by new entrants to

the market.

2. Global Economic and Geopolitical Factors:

* International Trade Relations: Shifts in global economic conditions, trade policies,
or geopolitical events can introduce uncertainties. Changes in tariffs, trade
agreements, or political instability in key regions may impact the supply chain,

production costs, and market demand for automotive manufacturers.

3. Environmental and Climate Change Factors:

* Regulatory Changes and Environmental Impact: Heightened awareness of
environmental issues may lead to stricter regulations related to emissions,

recycling, and sustainable manufacturing practices. Unforeseen regulatory

changes or an increased emphasis on

pose challenges for manufacturers not auequately prepared for such shifts.

Message ChatGPT...

ChatGPT can make mistakes. Consider checking important information.

nnectivity, and artificial

ironmentally friendly practices could

Unknown risks

Differences (classsical ‘
approach RM)

*Human experience
*Dedicated toolsand
templates
eSelf-reflection on past
mistakes
*Creativeinsights

*Long processing times

Similarities
*Supply inputs and
processed datafor
decision makers
e*Same process of
monitoring-asessment-
implemenation of
measures-reassessment
eDifficulties in modeling
and addressing
uncertainty

Differences (Al-

supported RM)

*Generic tools require
adaptationfor RM

*Quasi-instantaneous results

*Limited understanding of
phenomena

*Dependenton thetrained
data

«Digitally native results,
mm

Fig. 2. Compare and contrast map of classic vs. Al-supported risk management.
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Abstract. Planning in dynamic and changing environment is not easy. Requires
considering both external (market) factors and internal (technological) factors,
recognizing synergies and trade-offs between them and exploiting their potential.
The article contains an attempt to describe the impact of changes taking place in the
environment of the production planning process and in the enterprise, i.e. factors
such as innovations, technical progress, producers’ strategies, on the development
of the enterprise. Components of the production planning process determinants
such as market research, introduction of new products to the market or use of new
technologies were taken into account and characterized based on review of the
literature. References to innovations, their types and importance were presented
as well, showing innovations as results of market research and reason for tech-
nological changes and product development. The conclusions from the analysis
were used to prepare a summary of the article and conclusions were presented in
the context of contemporary concepts such as Sustainable Development, Industry
4.0, and Industry 5.0.

Keywords: production planning - innovation - production management -
Industry 5.0

1 Introduction

The importance of planning in management was appreciated very quickly. It was at the
top of the list of managerial functions [1]. The appreciation of the theoretical role of
planning in theory also led to the appreciation of its practical importance. This occurred
as a result of empirical research conducted in the American industry in the 1950s and
1960s [2-5]. The following paper is set in the area of production management and deals
with production planning. This area is dynamically changing due to changes in produc-
tion referred to as Industry 4.0 and challenges resulting from Sustainable Development
requirements.

We are trying to address the changes benefiting from the available and well-developed
literature in the area and the expertise and practical experience. The paper is structured
as follows: The first section presents research problem, briefly describing production
planning issues and presenting research questions. The second section covers answers
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to research questions, the third offers discussion on research results and the last section
gives conclusions referred to the new management paradigms such as Industry 4.0 and
Industry 5.0.

2 Research Problem

There are many definitions of planning in the literature. The authors of this article
refrained from analyzing and comparing them. For the purposes of this article, they
selected the most up-to-date definition, which, in their opinion, well reflects the essence
of this complex process and takes into account various techniques of its implementa-
tion. According to the selected definition, “planning is the rational part of action. It is
an abstract process in which activities are considered and organized according to the
criterion of their future results. The task of planning is to find the best way, consider-
ing the adopted criteria, to achieve previously set goals” [6]. The result of the planning
process is a developed plan. It is used to continuously develop and improve the com-
petitive potential of the enterprise and to identify changes necessary in the enterprise’s
operations in response to changes in demand occurring on the market in order to ensure
their compliance with the enterprise’s permanent goals (maintaining financial liquidity
and generating profit) and the enterprise’s development intentions.

The production planning process in enterprises takes place at various management
levels and concerns different time periods (planning horizons). There are usually three
planning horizons: long-term planning regarding a long planning horizon. The task
of long-term planning is usually the responsibility of the owners (proprietor) of the
enterprise and the highest levels of management of the enterprise. In carrying out this task,
they often use the help of external specialists from outside the company; medium-term
planning regarding the medium planning horizon. The planning horizon in medium-term
planning is usually one year. This results from the obligations imposed on enterprises
by economic law. Every company is obliged to settle the results of its activities once
a year. Commercial law companies have an additional obligation to make public the
results of their activities. The task of developing medium-term plans is usually the
responsibility of individual company functions such as finance, sales, and production;
short-term planning concerns a short planning horizon. It is often called ongoing control
or operational management. The task of developing short-term (operational) plans is the
responsibility of individual organizational units.

Launching long-term (strategic) planning in an enterprise requires a number of
preparatory activities. These activities begin with market research, which can be followed
by innovation implementation.

Considering the nature and structure of production planning there are two questions
addressed in the paper:

To what extent does the market research impact production planning ?
and
To what extent do innovations impact production planning ?

The answers to these questions are discussed to identify various approaches to
production planning and conclude them in the context of contemporary management
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paradigms such as Sustainability, Industry 4.0 and Industry 5.0. The methods used to
answer the questions include literature review and experts insight based on discussions
during regular Board of International Foundations for Production Research meetings
focused on state-of-the art and future of production research.

3 Research Results

3.1 Market Research

Market research is used to estimate the volume of future sales of current, new or modified
products that the company currently offers to its customers or intends to introduce to its
sales range. Market research involves using statistical methods to collect and analyze
data regarding consumer needs and requirements regarding products that the company
currently offers on the market and intends to introduce to the market. Market research
allows us to estimate the future volume of demand and customer expectations regarding
product quality, packaging standard and buyer behavior (frequency of purchase, brand
attachment, accepted price level). It allows you to estimate the future sales volume,
turnover and profit that may be achieved. Market research results can also be used to
identify features of new products desired by customers. These features should be taken
into account in the process of designing new products. Customer preferences may con-
cern colors, dimensions, method of operation and other functional features of products.
On their basis, you can also determine the approximate sales price and its potential vari-
ability due to additional features included in the design. Market research is conducted
in several stages [7]. It begins with an analysis of the company’s current situation, iden-
tification of its strengths and weaknesses, and the company’s position relative to the
competition. Based on the results of the analysis of the company’s current situation,
research planning begins. The information that needs to be obtained, the methods of col-
lecting it, and the organization of research are determined. Then the data is collected and
analyzed using static methods. When collecting data and analyzing it, attention should
be paid to identifying additional factors that may affect sales. Market research ends
with the development of a final report and presentation of the report to the company’s
management. In conditions of high market volatility or instability of the environment in
which the company operates, market research must be conducted continuously.

Based on the results of market research, the company’s top management bodies set
the company’s goals. These goals concern: sales value and profit, sales range and, in
the case of a manufacturing company, also production range. In some cases, the goals
are supplemented with investment goals (creation of new production capacity, merger
or acquisition of another company).

If the goals formulated by the company’s management include introducing new
products to the market or using new technologies, achieving them requires the company
to undertake work in the areas of research and development and implementation of
innovations. According to the opinion of H.-J. Bullinger [8] innovations are today the
best way to build competitive advantage. They enable higher prices and faster market
share expansion. Their introduction makes it possible to offer new products or services.
It improves product quality and speeds up product development processes. The most
effective form of innovation is the development and use of new technologies, especially
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technologies that can be used in many areas (cross-sectional technologies), such as
information technologies or nanotechnology.

3.2 Implementation of Innovations, New Products and Technologies

The examination of innovation facets indicates that since the inception of initial innova-
tion definitions, the discourse surrounding innovation aspects has significantly advanced.
Innovation is recognized not solely as a process of alteration or a tangible entity but also
as a tool for change and a prerequisite for such transformation. Aspects of innovation

are presented in the Table 1.

Table 1. Six aspects of innovation by Ahmed and Shepherd [9]

Aspect of innovation

Focus of definition

Creation (invention)

Utilizing resources (human, temporal, and
financial) for the creation or advancement of a
novel product, service, alternative approach to
tasks, or a fresh perspective on concepts

Diffusion and learning

In obtaining, endorsing, or employing a
product or concepts

Event

Discrete event, such as the development of a
single product, service, idea or decision

Change (incremental or radical)

Implementing change. Some innovations
involve minor modifications, while others are
characterized by radical or discontinuous shifts
in nature

Process (firm level)

Innovation is not a solitary act but rather a
sequence of activities undertaken by a
company to result in the creation of an
outcome, specifically, the innovation itself

Context (region, nature, etc.) level processes

Engaging beyond the boundaries of an
individual or firm involves an emphasis on
institutional frameworks, socio-political
networks, and proximal factor endowments as
crucial elements in the process of innovation

Examining various approaches to classifying innovation reveals the following

representation of innovation types:

1) Classic types such as process innovation, product innovation, service innovation,
etc., are incorporated in numerous studies on innovation typologies. (Block A in the

Table 2).

2) The second cluster encompasses the so-called “new” forms of innovation. These
emerged 5—10 years ago and haven’t attained the status of “classic” ones. They involve
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innovation types like frugal innovation, red ocean innovation, organic innovation,
and numerous others—some of which may be considered “very exotic” in strict
terminology. (block B in Table 2). These innovation types are primarily employed
in models designed for innovation management and in business models for new
products or services. Consequently, these categories tend to be more “appealing” and
attention-grabbing than strictly scientific and precise in their definitions.

3) The third category consists of types of innovation categorized based on the level of
innovation. Hence, innovations characterized as radical, breakthrough, or revolution-
ary are classified as “strong innovation,” whereas those that are less drastic or minor
in nature are categorized as “weak innovation.” (Block C, Table 2).

4) Inconclusion, innovations can be classified in a dichotomous manner. In this scenario,
distinct pairs of innovation types can be recognized, such as open/closed innovation,
radical/incremental, and product/process, among others. (Block D, Table 2).

Table 2. Summary of innovation types [10]

Types Example

Block A “Classical” types Product innovation, process innovation, service
innovation, marketing innovation, organizational
innovation, design innovation, supply chain
innovation

Block B “New” types Frugal innovation, red ocean innovation, blue ocean
innovation, experience innovation, value-migration
innovation, business model innovation, organic
innovation etc.

Block C “Innovativeness degree” types | Weak innovation (incremental, routine, minor,
regular, non-drastic basic innovation); medium
strength (architectural, niche creation,
modular/fusion/evolutionary/sustaining innovation

Block D “Dichotomical” types User-driven supply-side innovation, open/closed
innovation, product/process innovation, incremental
innovation (and other examples of “strong/weak”
classification of innovation, continuous/discontinuous
innovation, instrumental/ultimate innovation,
true/adoption innovation, original/reformulated
innovation, innovation/renovations

Introducing anew product to the market is a specific challenge. The company must ensure
that the product will not only compare well with the products of current competitors but
also pay attention to those product features that distinguish it from competing products
sold at a similar price. To ensure sales, the product must be cheaper than competitive
products or have properties that they do not have.

If there are many identical products on the market, it is important to identify the number
of products produced and sold by competitors in order to identify the total potential sales
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volume. This data may be obtained directly from the competition or by collecting it based
on the analysis of data published by the statistical office, data from the stock exchange,
and annual competition reports. Analysis of sales volume data, including additional data
on factors that influence sales, such as population, income level, and purchase frequency,
can indicate trends in market development.

4 Discussion

Many markets are changing rapidly. In their case, not only historical sales data should
be taken into account, but also the effects of the appearance of new products and new
technologies. In such a situation, estimating the market size is particularly difficult. The
necessary data can be collected by taking into account factors that may influence sales.
They can be identified by collecting additional information.

The approach to technical progress and innovation depends on the manufacturer’s
attitude. Ayres [11, 12] notes that a large manufacturer may choose not to implement
an important invention and instead adapt production processes, sales methods, etc. to
the new technique. However, most manufacturers prefer a different approach. Within it,
three attitudes can be distinguished:

— cost minimization - when the manufacturer presents this attitude, research and devel-
opment work is aimed at reducing production costs. This works well in mass produc-
tion settings because even small savings can lead to significant gains in profit. Prospec-
tive research in such conditions is of little interest. Nowadays, the manufacturer’s
attitude discussed above is usually associated with basing production organization on
the concept of lean production. The producers of this group’s R.U. Ayres included
public services, communications, transportation, metals, glass, cement, concrete and
oil industries.

— sales maximization - when the manufacturer presents this attitude, he allocates a
large percentage of his income to marketing, advertising and the development of the
product range. Most research and development work concerns the study of consumer
reactions to innovations in the field of packaging, names and advertising slogans.
In fact, this attitude contributes little to real technical progress and the spread of
real innovations. Nowadays, the manufacturer’s attitude discussed above is usually
associated with basing production organization on the concept of lean production.
The producers of this group’s R.U. Ayres included the automotive industry, cosmetics,
manufacturers of cleaning products and detergents, food and clothing industries.

— maximum penetration of existing markets with existing products and emphasis on
new products and/or new markets (maximization of action). When the manufacturer
presents this attitude, he builds his position on the market primarily on advanced tech-
nology and therefore focuses his attention on research and development work, or even
sometimes basic research. The producers of this group include R.U. Ayres’ aerospace,
computer, armaments, electronics, nuclear, petrochemical, scientific equipment and
shipbuilding industries.

Most manufacturers will use a combination of the approaches discussed above in their
operations. Behavior differentiation occurs by market or by product groups (families).
Manufacturers with a “maximize market penetration” attitude were the fastest growing
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and most successful in the second half of the 20th century. It should be noted, however,
that the simultaneous occurrence of rapid growth and rapid technical progress does not
prove the existence of a relationship between these two phenomena.

Ayres developed his taxonomy for the purpose of forecasting the behavior of pro-
ducers regarding the directions of research work and expenditure on research and
development.

Simmonds [13] criticized Ayres’ taxonomy. He stated that it was incomplete. He
proposed supplementing it with a group including the investment goods industry (con-
struction, machinery, tools), the raw materials industry, services and the arms industry. A
common feature of all producers belonging to this group is competition based on offer-
ing the customer products of a specific standard at a price lower than the competition. In
terms of research and development, the behavior of producers belonging to this group is
identical to that of producers representing an attitude focused on minimizing production
costs. The organization of production in this group depends on the production volume.
In conditions of continuity of production and mass production forced by the technology
used, it is usually based on the concept of lean production. With the decline in serial
production, the spectrum of solutions used in the organization of production is shifting
towards the concept of agile production.

Simons also modified and expanded the model proposed by Ayres for producers
focused on maximum penetration of existing markets with existing products and placing
emphasis on new products and/or new markets. Simmond [13] uses the name “maxi-
mum efficiency producers” to refer to this group. Simons claims that the factors shaping
the behavior of this group of producers are technical innovations, production scale and
demand. He writes that “continuous technical innovations reduce the cost of a given
technical potential and, as a rule, increase the range of use of a given product. Reduc-
ing production costs allows for price reductions, which allows for a significant increase
in sales. Increased sales allows you to build larger production plants. A larger scale
of production allows for further savings and further reductions in unit costs. So, over-
all, reducing the costs of introducing technical improvements and reducing costs due
to increased production scale is a strong driving force behind falling prices and ever-
increasing demand. A specific and characteristic model of development caused by the
twin factors of innovation and production scale was therefore imposed on these produc-
ers. In the operation of producers focused on achieving maximum efficiency, the size
of the production plant, other factors being equal, tends to increase with the increase in
residence in a stepwise manner.

A lot of time has passed since the works of Ayres and Simons appeared. In such a
situation, it is worth checking to what extent the claims of the two authors cited above
remain valid.

Technical progress and increasing competition have significantly changed the sit-
uation of the group of producers, whom Ayres defines as those focused on maximum
penetration of existing markets with existing products and placing emphasis on new
products and/or new markets, and Simons as producers focused on achieving maximum
efficiency. Currently, they produce products that are highly advanced in design and tech-
nology. The conditions of their operation differ so much from the conditions in which
other producers operate that this resulted in the emergence of new interdisciplinary
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knowledge (combining elements of technical sciences and management sciences) com-
monly referred to as “high-tech management” [14]. Manufacturers belonging to this
group build their competitive position based on the features (technical parameters) of
the manufactured products or technologies used. Innovations in these areas require long-
term and expensive work in the field of research and development, and often even in
the field of basic research. The effectiveness of this research is rather low - on average,
one in seven new solutions in the field of design and technology successfully crosses
the border between the prototype phase and the product that has found its place on the
market. New solutions are quickly copied by competitors. A copy of the first supersonic
passenger plane flew earlier than the original. However, it didn’t fly very far or for very
long. Nowadays, the need to safely copy competitors’ designs and technologies has led
to the emergence of a new field of knowledge in technical and legal sciences. It is called
“reverse engineering” [15] and is taught at many technical universities around the world.

Manufacturers belonging to the discussed group, even in the case of a positive result
of research and development work and successful implementation of their results into
practice, have little chance of obtaining a refund of the research expenditure. They
require systematic financial support from governments. The group in question currently
includes producers from the aviation, space and nuclear industries, some producers from
the computer industry (producers of supercomputers but not laptops) and some producers
of the arms industry (producers of the most technically advanced weapons and so-called
“weapon systems”, but not producers of standard rifles.) or grenades, manufacturers of
scientific equipment and some producers from the pharmaceutical industry producing
the most advanced drugs. It is regrettable to say that at the moment there is not a single
representative of the “high-tech” group in the structure of the Polish industry. Chances
of appearing in the future in the structure of the Polish industry of producers belonging
to this group are difficult to estimate.

Significantly smaller changes than those described above occurred in the behavior of
the second group discussed by the mentioned authors - producers focused on sales maxi-
mization. Itis created by producers of consumer products. They compete with each other
by satisfying consumer needs, including the efficient distribution of their products. The
operation of the distribution sphere in the case of these producers must ensure quick and
efficient delivery of products to their buyers at low costs. A tendency currently observed
among producers of this group is to give up building their own distribution networks
and entrust this task to specialized external contractors on the basis of outsourcing.
This often involves using the services of not one specialized distribution company, but
many companies covering many different distribution channels and ensuring reaching
the largest possible group of customers. Distribution companies use a different operating
model than manufacturers - cost minimization. In such a situation, distribution compa-
nies often take over some of the tasks in the field of research and development from
producers (of course in the form of activities carried out by the discussed group of pro-
ducers - research on consumer reactions to innovations in the field of packaging, names,
advertising slogans) and combine it with the implemented for its own use, research and
development work aimed at reducing the costs of current distribution activities. For the
success of producers focused on maximizing sales, an efficient system that guarantees
quick identification of emerging new demand (market gap) or even the ability to create
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such a demand (marketing) is crucial. In the sphere of production, the most important
thing is flexibility of operation, which must ensure the stability of production costs in
the face of rapidly changing demand and the possibility of quickly increasing produc-
tion when demand arises without long-term investment outlays. An important success
factor in the considered group of producers is the durability of the delivery cycle (the
period that elapses from the moment of placing the order to its implementation) and the
reliability of delivery (the probability that the delivery cycle agreed with the customer
will be met).

Typical representatives of the group of producers focused on sales maximization are
all producers belonging to the automotive, cosmetics, household chemicals, food, cloth-
ing, furniture, toys, footwear, household appliances, consumer electronics industries,
and some producers belonging to the computer, arms and pharmaceutical industries. In
a broader context, this group also includes the commercial part of services, including
commercial health care and commercial education.

The next group of producers are companies focused on minimizing costs. In this
group, research and development work is aimed at reducing production costs. Currently,
itincludes producers representing the energy industry, metallurgy, raw materials industry,
construction materials industry, means of transport, shipbuilding, glass industry, cement
industry, part of the chemical industry (producers of fuels, plastics) and freight transport
services. In a broader context, this group also includes public services (national health
service and education) and passenger transport.

Simons suggested separating another group of producers. In terms of innovation,
companies belonging to this group behave like companies focused on minimizing costs.
They compete with each other by offering the customer products of a specific standard at
a price lower than the competition. The basis of competition is a set of product features
that are created by three factors: product quality, its price and image (the image of the
manufacturer and/or product in the eyes of the customer). The customer makes a choice
based on a comprehensive and subjective assessment of these factors. He included the
investment goods industry (construction, machinery, tools), the raw materials indus-
try, services and the arms industry in this group. Technical progress and increasing
competition have caused some manufacturers to move to other groups discussed ear-
lier. Currently, the group proposed by Simons includes producers from the construction
industry and parts of the chemical industry (enterprises producing advanced chemical
products for their further use as raw materials by producers of other products) and pro-
ducers of measuring equipment and laboratory equipment. In a broader context, this
group includes agricultural production enterprises.

Against the background of the attitude of producers towards innovation and tech-
nical progress presented above, a special place is occupied by enterprises belonging to
the mechanical engineering industry, producing machine tools, robots, tools, working
machines - generally means of production for the needs of other producers. The selec-
tion of production machines and equipment depends, on the one hand, on the technology
used, and on the other hand, on the adopted production organization model and method
of competition. Therefore, manufacturers focused on achieving maximum efficiency will
look for machines and production equipment with the highest technical and operational
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parameters. Manufacturers aiming to maximize sales will purchase machines and pro-
duction equipment with high flexibility and efficiency and with the possibility of many
versatile applications not related to the production of a specific product range. In turn,
for manufacturers focused on minimizing production costs (using the lean production
model), the main criterion for selecting production machines and equipment will be low
acquisition and operating costs. Therefore, manufacturers of production and auxiliary
machines and equipment (supporting the production process) must always adapt their
behavior to the customer’s needs. In the American literature, one can find considerations
on the need to prepare offers for government agencies, the military, enterprises and indi-
vidual clients differently [14]. This necessity places objectively the highest demands on
manufacturers of production and auxiliary machines and equipment. They operate in the
most difficult competitive conditions.

Let us return to the above-quoted statement by H.-J. Bullinger. He states that the
most effective form of innovation is the development and use of new technologies, espe-
cially technologies that can be used in many areas (cross-sectional technologies), such
as information technologies. R.U. made a similar statement. Ayres. He pointed out that
“society is experiencing an ‘information explosion’ and the rate of information flow is
increasing much faster than the population, energy consumption, gross national prod-
uct or any other important socio-economic parameter.” It seems that the “information
explosion” and the development of information technologies will be the factors that will
most strongly influence the behavior of producers in the near future and modify these
behaviors.

Modern products are increasingly designed with a focus on innovation and sus-
tainability, adhering to the principles of the 6R framework — Reduce, Reuse, Recycle,
Rethink, Repair, and Refuse. This approach aims to minimize environmental impact by
creating products that are not only cutting-edge but also prioritize resource efficiency
and longeyvity [16]. By incorporating these criteria into the design process, manufactur-
ers strive to contribute to a more sustainable and circular economy, where products are
built to last, can be easily repaired or repurposed, and are mindful of the entire lifecycle,
from production to disposal. This trend reflects a growing awareness of the importance
of responsible and eco-friendly design in addressing global environmental challenges.

5 Conclusions

In order to facilitate a transition towards sustainable innovation, businesses are required
to engage with the complexity and systemic interactions of innovation systems [17-19].
According to the sustainability systems thinking framework [20], sustainable innova-
tion is difficult to achieve within a single organization and thus requires collaboration
with other relevant organizations in order to continually create valuable products and
services for customers (Anttonen, Halme, Houtbeckers, & Nurkka, 2013; Cappa, Del
Sette, Hayes, & Rosso, 2016; Desouza et al., 2008).

Sustainable innovations today encompass a diverse range of practices and tech-
nologies aimed at minimizing environmental impact, fostering social responsibility, and
ensuring economic viability. Contemporary sustainable innovations span various sec-
tors, leveraging technology, responsible business practices, and a holistic approach to
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address environmental and social challenges, fostering a more sustainable and resilient
future.

Predicting future trends in innovation is challenging, but several themes are likely to
shape the landscape of innovation in companies. There are some expected future trends
such as: Digital Transformation, Sustainability and ESG Focus, Remote Technologies,
Cybersecurity Innovations, Clean Energy and Green Technologies, Autonomous Sys-
tems, 5G Technology, Personalized Customer Experiences. It’s essential for companies
to stay agile and adaptable, fostering a culture that encourages experimentation and
embraces emerging technologies to stay ahead in the ever-evolving landscape of business
innovation.

Companies nowadays are facing Industry 4.0 and Industry 5.0. Industry 5.0 princi-
ples, emphasizing human-machine collaboration, are integrated into companies’ strate-
gies and product innovations through a human-centric approach to design and pro-
duction, fostering customization with technologies like 3D printing, facilitating data-
driven decision-making using advanced analytics, optimizing supply chains with IoT and
blockchain, incorporating AR and VR for improved human-machine interaction, imple-
menting sustainable and circular economy practices, deploying collaborative robots to
enhance productivity and safety, and utilizing cyber-physical systems for seamless inte-
gration of digital and physical operations. Innovative companies aspiring to adopt Indus-
try 5.0 are at the forefront of the latest industrial revolution, emphasizing a collaborative
and human-centric approach to manufacturing. These forward-thinking organizations are
driven by the idea of fostering harmonious collaboration between humans and machines,
encouraging creativity, problem-solving, and increased adaptability. Industry 5.0 envi-
sions a manufacturing landscape where advanced technologies, such as robotics and
artificial intelligence, work seamlessly with human expertise, resulting in more flex-
ible and responsive production processes. These companies prioritize customization,
real-time decision-making, and sustainable practices, aligning their strategies with the
principles of Industry 5.0 to create more efficient, adaptable, and socially responsible
manufacturing ecosystems.
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Abstract. The article presents the developed heuristic-based scheduling algo-
rithm dedicated for MTO-MTS hybrid production. The developed algorithm
allows to maximize the machines load by production tasks taking into account
economic and organizational conditions such as the materials availability, costs of
storage, the value of frozen funds and the probability of selling or using a given
part in the production process while meeting deadlines for the implementation of
production tasks resulting from customer orders. In order to verify the proposed
solution, a number of experiments were carried out, both using real data from
a manufacturing company from the automotive industry as well as simulation
data. The obtained results confirmed the thesis, and based on the experiments,
conclusions were drawn about the effectiveness of the proposed method.

Keywords: hybrid production - make-to-order - make to-stock - production -
scheduling

1 Introduction

For an increasing number of manufacturing companies, the ability to clearly define their
production model becomes difficult or even impossible [1, 2]. Both the consumer and
industrial markets define new needs that require meeting newer solutions and products
[3]. The market expects that these needs will be met in the shortest possible time [4,
5]. Moreover, the development of manufacturing technologies means that production
companies do not have to feel permanently tied to the same technological solutions
[6, 7]. The life cycle of manufacturing technologies in manufacturing enterprises is
becoming shorter and shorter, and manufacturing processes are changing much more
frequently than even several dozen years ago [8].

All these factors make it difficult for modern manufacturing companies to clearly
determine whether their production model is based on MTS (Make to Stock) or MTO
(Make to Order). It is becoming less and less obvious - in practice, production is carried
out in a mixed (hybrid) model [9, 10]. Regardless of whether the company implements
a production strategy to stock, to order or a hybrid of both models, there are still a
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number of problems and difficulties related to production planning and scheduling [11-
13]. In the case of MTS production, methods are known and described, e.g. for balancing
production lines (line balancing problem), economic order quantity (EOQ) or reorder
point [14, 15] In the MTO model, e.g., task scheduling theories or mass customization
strategies can be used [16]. For enterprises producing in a hybrid model, identifying
clear methods or theories of production planning is not an obvious task - it requires the
achievement of goals within a given time horizon - both the part of production that will
be allocated to the warehouse and the part produced to customer orders (especially that
these goals may be different and contradictory) [17]. Moreover, the complexity of the
problem of production planning and scheduling means that taking appropriate actions
by manufacturing companies is not an easy decision [18].

Due to the lack of appropriate solutions, a decision was made on initiating work on
developing a method for suboptimal production scheduling implemented in the MTO-
MTS hybrid model. As part of the research work performed, various production models
were characterized. Then, a general hybrid production scheduling algorithm with pro-
duction task selection functions was proposed. Next, the results of simulation of pro-
duction planning processes using the proposed algorithm are presented and the results
achieved using the proposed algorithm are compared against the background of known
task scheduling rules. Finally, conclusions are presented from the work carried out and
further work on the problem was proposed.

2 Task Scheduling Algorithm for MTO-MTS Hybrid Production

When developing the scheduling method for production in the hybrid model, assumptions
similar to the considerations presented in the works of Morowik, Adan and others [19,
20] were made. The initial production model is production to order. Some of the semi-
finished products can be produced in stock and used later as components of machines
manufactured to order. Components produced in this way (in advance) can also be used
as spare parts in the event of failure of machines already manufactured. The launch
of warehouse production is intended to create a buffer for made-to-order production.
Production to stock is launched when free production capacity appears. Parts produced
in the MTS model do not have to result from sales plans for made-to-order production.

The motivation for launching MTS production is to maximize the use of existing
production capacity. Parts produced in this model result from demand forecasts and are
not related to current orders or current sales plans.

The aim of the algorithm is (based on the adopted nominal schedule (known, deter-
mined and resulting from the MTO production part) and the database of parts produced
in the MTS model) to determine:

1. which tasks (semi-finished products, machine elements) from MTS production parts
can be performed at all within the adopted nominal schedule (stage I of the algorithm),

2. which of the possible tasks should be added to the schedule and placing the selected
task in the nominal schedule - creating a supplemented schedule (stage II of the
algorithm).

The general flowchart of the algorithm is shown in Fig. 1.
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Fig. 1. A general job scheduling algorithm for hybrid MTO-MTS production

The input data to the task scheduling algorithm are the nominal schedule and the set
of MTS tasks. The nominal schedule is a schedule prepared for part of the production
carried out in the made-to-order model. This schedule, written in matrix form, consists
of the following data sets:

e set M (machines), which is a set of m machines included in the production system:
M ={M|,M,, ..., My}, €))
e setJ (jobs), containing n tasks to be performed:
J={,J2,...,Jn}, 2)

e operation set (OS) matrix - containing information whether a given task J requires
passing (performing actions) on individual machines from set M. The matrix elements
take the values 1 or 0. The value 1 means that a given operation of task J requires
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performing an operation on a machine M. The value 0 means that a given operation
of task J does not require the execution of an operation on machine M.

M, M, ... M,
Ji [011 012 ... O1m
. 0;j
]n On1t Onz  --- Opm
oS = lojj], €]

where: 0;; — a number specifying the necessity to perform an operation j task on a given
machine and taking the values:

0, when the operation is not performed
i = on the machine m,
/ 1, when the operation is performed

on the machine m,

e machine order (MO) matrix containing information on the order of performing
activities within a specific task from set J on individual machines M

M, M, .. M,
Ji [011 012 ... O1m
MO - I, 021 022 oo 02w, (5)
0yj
]n On1 Onz -+ Opm
0 = [oil, (6)

where: 0;; — a number specifying the order of execution of the j task’s operations and
taking the values:

0, when the operation is not performed
on the machine m,

{1, ..., m}, when the operation is performed
on machine number m,

0 =

m — number of machines carrying out technological processes,

e processing times (PT) matrix containing information on the times of individual
technological operations:

M, M, .. M,
J1 [pti1 Dtz ... Dlim

PT = J2 |Ptar Ptz ... Dlam|, 7
]n ptnl Ptnz ptnm

PT = [pt;], (®)
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where: pt;; — a number specifying the total j operation time on i task; wherein:

Aplij = 0

Oij=0

e completion times (CT) matrix, containing information on the completion times of
individual technological operations:

M; M, e My,
Ji [ctin ¢ty ... Ctiy
I, |ctar ctyy .o clom ©)
CT = ’
- e .. Ctij
Jn Lctny ety ... Ctym
CT = [ct], (10)

where: ct;; - a number specifying the total j operation time of i task; wherein

NCtjj = 0

0,j=0

The second set of data necessary to initiate the algorithm is the set of MTS tasks.
These are tasks describing the production of all machine components and subassemblies
that the company can and wants to produce in the warehouse model. The MTS task
set is described by two groups of parameters. The first one contains information about
technological routes and execution times of individual tasks from the MTS task set, i.e.:

e operation set (OS) matrix (with parameters analogous to the matrix OS nominal
schedule),

e machine order (MO) matrix (with parameters analogous to the MO matrix of the
nominal schedule),

e processing times (PT) matrix (with parameters analogous to the PT matrix of the
nominal schedule).

The second group of parameters will be used to determine which tasks should be
placed in the Nominal Schedule in the selected iteration of the algorithm (procedure for
determining the weight matrix). These parameters are presented in the form:

e material availability (F_mat) matrix containing information on how many pieces of
a given task J the manufacturing company has material stock in the warehouse:

Jmar 1
Foar = | 7% | = [far ). (1)
fmat n
where: fi,q4: — a number specifying how many pieces of the i task and material inventory
the company has, taking natural numbers as values,
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e frozen capital F; matrix containing information on the cost of frozen capital in the
event of producing a given component (as part of J task) and allocating it to the
warehouse

Jak1

Fy = faz | (12)
fon

Fy = [fa il (13)

where: f;;; — a number specifying the value of frozen capital for the task J,

e storage costs (Fy,;,) matrix containing information on the cost of storing the product
implemented under J task

Jiem 1

Fi = | 72 |, (14)
_f}(mn

Fian = [fkm il (15)

where: fi,;; —a number defining the value of the storage cost for J task

o number of MTS tasks already added to the schedule (IZ s ) matrix, containing infor-
mation on how many pieces of parts from the MTS set have already been added to
the schedule (both as a result of the operation of the hybrid production task schedul-
ing algorithm and MTS parts that were placed in the nominal schedule before the
algorithm ran):

iZmis 1

Zyrs = | o2 |, (16)
Zmts n

IZyts = lizpus i, 17)

where: iz,5;i — a number specifying how many pieces of parts for J task have already
been added to the schedule.

e historical data containing information on the sale of parts from the MTS sentence
collection in previous planning periods. This information is used as part of the weight
calculation algorithm.

e amplification factors wi,wz,w3,w4. These coefficients are defined individually by the
enterprise and result from existing organizational and economic conditions. These
coefficients are used as part of the weight calculation algorithm.
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The operation of the algorithm is iterative, which means that after completing one
loop of the task scheduling algorithm for hybrid production, a supplemented schedule
is generated, which is a nominal schedule with one task added from the MTS task
set. This does not mean, however, that all downtime has been used and that no further
tasks can be added to the schedule. Therefore, after one iteration of the algorithm,
the nominal schedule is overwritten by the supplemented schedule (the supplemented
schedule becomes the “new” nominal schedule). After determining the downtime matrix,
the matrix of tasks that can be performed is calculated. If this matrix is non-empty (there
are tasks that can be added to the nominal schedule), then the weight matrix is calculated,
the task with the highest weight is selected and this task is added to the nominal schedule.
In the weight calculation procedure, the number of pieces (number of tasks) that have
already been added to the nominal schedule in previous iterations of the algorithm is
taken as an argument of the function. For example, if in the previous iteration the JI_MTS
task was added to the schedule, and the availability of materials for the production of
the JI_MTS element was 1, then in the next iteration the weighting algorithm for the
component responsible for the material availability function will assign a weight equal
to zero to this task.

The algorithm will perform subsequent iterations until the calculated matrix of pos-
sible tasks is empty. This means that it is unable to place any additional tasks from
the MTS task set into the schedule. This does not mean that all downtimes have been
fulfilled. It may happen that there is free processing capacity in the schedule, but the
downtime is too short to be supplemented with subsequent tasks, or the order in which
downtime occurs on individual machines is not consistent with the technological route
of any task from the MTS task set.

After reaching this state (the matrix of tasks that can be performed is empty), the
algorithm ends its operation and the completed schedule is returned, which is the original
nominal schedule supplemented with the number of tasks from the MTS task set equal
to the number of iterations of the algorithm.

3 Experimental Verification of the Developed Algorithm

The key stage of the presented work was the verification of the developed task scheduling
method for production carried out in the MTO-MTS hybrid model according to adopted
assumptions regarding the production system and production model. The experiments
carried out were aimed at examining the possibility of using the proposed algorithm for
scheduling tasks in hybrid production and assessing the effectiveness of the proposed
scheduling method.

The experiment was conducted on real data from a manufacturing company in the
machinery industry. Based on historical data, a set of MTS tasks was determined and
a production schedule was selected, which was treated as a nominal schedule. For the
tasks from the MTS task set, the parameters necessary to determine the weight matrix
were determined. The aim of the experiment was to create a supplemented schedule in
accordance with the developed algorithm and to compare the schedule quality indicators
Conaxs F, I, LE between the nominal and supplemented schedules. The research compared
the difference in individual quality indicators between the optimal schedule and other
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schedules. The aim of the first experiment was to verify the scientific theses of the work
using data from a real enterprise.

A classroom computer was used to carry out the experiments PC equipped with an
Intel Core i5 1035G1 processor, 16 GB RAM, Windows 10 Pro operating system (64-bit
version). The software used to conduct the experiment is LiSA Software and Matlab.

The data used in the verification process of the developed hybrid production schedul-
ing method comes from a production company producing dedicated machines and
devices that are part of production lines in the automotive industry. The company car-
ries out production according to the MTO model using production stations such as: a
laser plotter, a bending machine, a CNC machining center, an endless saw, a locksmith
and welding station, a pickling shop, an electrical assembly station and a mechanical
assembly station. The acquired historical data concerned:

e the production schedule which was used as the nominal schedule (Fig. 2),

e technology and standard production times of parts and semi-finished products, which
from the enterprise’s perspective may constitute a set of MTS tasks,

e information about historical warehouse stocks of materials necessary to produce tasks
from the MTS collection,

e information on storage costs and the value of frozen capital of tasks from the MTS
set,

e historical sales data for each part from the MTS task set,

e historical data on the sales volume of individual assortment items from the MTS
collection, on the basis of which the forecast number of products for sale in the next
planning period was determined.

In addition to historical data, the company determined the value of the amplification
factors wy, wy, w3, wys used in the weight calculation procedure. The data was obtained
from the enterprise’s ERP system database and was saved in a matrix form supported
by the developed algorithm and readable by the MATLAB program.

The next step after reading the nominal schedule was to determine the set of parts and
semi-finished products that could be produced in the warehouse model in the company
in question (defining the set of MTS tasks). MTS tasks were characterized by relatively
short production times (the time of performing a single operation did not exceed 5 h).
The set of MTS tasks was limited to 15 parts (from this group) with the highest sales
volume. The set of MTS tasks was saved in the form of OS, PT and MO matrices in the
m-file (Fig. 3).

The next stage of obtaining and preparing input data was to determine the parame-
ters used by the weighting algorithm. Since the schedule that was drawn as a nominal
schedule came from a specific moment, the warehouse status at the beginning of the
planning period adopted for analysis was read from the ERP system module database.
On this basis, for each task from the set of MTS tasks, the availability of materials to
produce a given quantity of an element was determined (the F,,,, matrix of the algo-
rithm determining the weights of individual MTS tasks, corresponding to the number of
individual parts that can be produced from the current inventory).

Then, for each part from the set of MTS tasks, the value of frozen capital and the
cost of storage were assigned (based on data from the company’s ERP system) (F; and
F,, matrices).
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Fig. 2. The base (nominal) schedule used in the process of scheduling production tasks.

Based on historical data from the ERP system, the algorithm prepared a sales forecast
in the next planning period for tasks from the MTS task set. The forecast was prepared
according to a model that takes into account trend and seasonality. The value of the
forecast number of products for sale in the next planning period was written as the p
matrix.

For the analyzed nominal schedule, no task from the MTS task set was included in
the nominal schedule. The IZy;7s matrix was a zero matrix.

The last step that needed to be performed was to assign amplification factors for
each of the component parameters of the weighting algorithm. Based on its organiza-
tional and economic conditions and limitations, the company determined the following
strengthening factors:

e For the material availability parameter, the amplification index w; = 1 was adopted -
the company had a significant stock of raw materials that could be used for production;

e For the value of frozen capital, the amplification index w, = 0.75 was assumed - the
company was in good financial condition and the frozen capital was not a problem
for the company;

e For the cost of storage, the amplification index w3 = 3 was adopted - due to the limited
space in the warehouse, the company used rented warehouse space and consequently
strived to be as low as possible storage costs;

e For the value of the sales opportunity, the amplification index w3 = 2 was assumed -
the company wanted to use the parts produced in stock as quickly as possible.

As a result, the elements of the weight matrix were calculated according to the
formula (18).

WG = 1% Pygr + 0,75 % Py + 3 % Py, + 2 % Py, (18)

Having the data prepared in this way and saved in the form of files supported by
the MATLAB environment, the main part of the experiment began - determining the



222 W. Danilczuk et al.

1. ocessing times MTS «[
2. e i 3 a e 5 S e
3. e a e - - 2 3 e
4. - 5 e Q e - 1 e
5. e 2 e a 3 @ 4 e
6. 5 2 e | 2 2 e 3
7. e 2 e a 2 e e 3
8. e 1 e Q S e 2 e
3. e a e a 3 e e 5
10. - Q 5 a e 5 3 e
11 2 a e a 2 e S e
12 B a e 5 e e e 3
13 e a 1 a e - S <
14, 3 5 1 Q e e 2 e
15 3 1 2 a e - e 1
1€ e a e a - 3 S e
1 operation_set _MTS «[
1 e 1 1 a e 1 1 @
1 e a e 4 1 1 1 @
2€ 1 1 e a e 1 1 @
21 e 1 e Q 1 e 1 @
22 1 1 e 1 1 1 L 1
23. e 1 e a 1 e e 1
24 @ 1 e a 1 e 1 e
25. e a e a 1 e e 1
26 1 a 1 a e 1 1 e
27. 1 a e a 1 e 1 e
28 1 a e 1 e e e 1
29. e a 1 Q e 1 1 1
e 1 1 1 a e e 1 e
31 p & 1 1 Q e 1 e 1
32 e a e a 1 1 1 e
33. machine_order_WNTS =[
4. e - 3 a e 1 pd e
35 e a e 2 1 3 4 e
36. 2 N e Q e 1 3 e
7 e 1 e a 2 e 3 e
38. 6 1 e 2 - 5 e 3
39. e 3 e Q 1 e 2] 2
40. e 2 e a 1 e 3 e
41 e a e a 2 e L 1
42. 3 a Bl a e 1 2 e
43. 3 a e a 2 e 1 e
44. 3 Q e 1 e e e 2
45 @ a 2 a e 3 4 1
46. 2 3 4 a e e 1 e
47. 5 1 B a e 2 2] 3
48. e a e a 1 2 3 L)

Fig. 3. A collection of MTS tasks in matrix form, saved as an m-file.

schedule supplemented by placing selected tasks from the set of MTS tasks in the
nominal schedule (schedule for hybrid production).

Figure 4 presents the nominal schedule and the schedule supplemented in the form of
a Gantt chart, after passing the first iteration of the task scheduling algorithm for hybrid
production.

After passing the first iteration of the algorithm, the quality measures LE and I
were improved (Table 1). The average flow time F has slightly deteriorated. The total
implementation time (C,,,,) has not been extended.

After passing the first iteration of the algorithm, subsequent iterations are performed.
The completed schedule overwrites the nominal schedule and in the second iteration (and
in each subsequent one) the task scheduling procedure for hybrid production is repeated.

Because a new task was added to the schedule, the time available for completion
on individual machines (MP matrix) changed. Therefore, the algorithm recalculates the
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Fig. 4. The nominal schedule (a) and the completed schedule (b) after passing the first loop of
the algorithm

Table 1. Schedule quality metrics after the first iteration of the algorithm

Schedule quality index | Value for nominal schedule | Value for the completed schedule
Crnax 42 42

LE 44% 47%

F 27.16 2743

T 23.50 22

MP, DC, ZG matrices and determines a new set of tasks that can be performed ZM. If the
matrix of possible tasks includes at least one task that can be included in the schedule, the
WG weight matrix is recalculated, the task with the highest weight is selected and placed
in the schedule. The procedure is repeated until the ZM matrix is not a zero matrix. If in a
given iteration the ZM matrix turns out to be a zero matrix (it is not possible to add more
tasks to the schedule), then the algorithm stops its operation and returns a completed
schedule (containing tasks from the nominal schedule and all tasks from the set of MTS
tasks added by all previous iterations).

It is also worth noting that in each subsequent iteration of the algorithm, different
tasks may be available to be performed - with subsequent iterations, less and less down-
time is available in the schedule and a smaller and smaller fragment of the set of MTS
tasks can be included in the schedule.

Moreover, in each subsequent iteration the WG weight matrices may assume different
values. For example, if one task from the set of MTS tasks has already been placed in the
nominal schedule and can also be placed in the next loop, it may not receive the highest
importance among the tasks that can be performed (e.g. due to a decrease in the value
of the sales opportunity parameter Py;).

In the case of the analyzed nominal schedule, the algorithm performed 8 iterations
(added 8 sentences from the set of MTS tasks to the nominal schedule). As part of
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subsequent iterations, the following tasks were added to the nominal schedule: J11_MTS,
JI1_MTS, J2_MTS, JI0_MTS, J10_MTS, J6_MTS, J4_MTS. Table 2 compares the
quality measures and the LE efficiency coefficient of the nominal schedule and the
schedule completed after the algorithm has been completed. Figure 5 shows the nominal
schedule and the supplemented schedule for the tested schedule.

Table 2. Schedule quality metrics after the first iteration of the algorithm

Schedule quality index Value for nominal Value for the completed Difference
schedule schedule
Cinax 42 42 0
LE 44% 67% 23%
F 27.16 2543 1.73
I 23.50 13.63 9.87
a) b)
o e of [ s
7@MT 7 11M7
6 o o

4 4 m 4 P74 1
3 .
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Fig. 5. The nominal schedule and the schedule completed after the algorithm finishes

The developed algorithm significantly improved the use of the company’s production
capacity. LE’s capacity utilization rate increased by 23%. The average flow time was
reduced by approximately 6%, while the average machine idle time was reduced by
42%. The total completion time of all scheduled tasks has not changed.

4 Summary and Conclusions

The result of the research work carried out is the task scheduling method for MTO-
MTS hybrid production. The developed one enables the hybrid production scheduling
procedure to be carried out taking into account the limitations and economic and orga-
nizational conditions occurring in real production enterprises. The schedules generated
by the developed algorithm are characterized by a higher degree of production capacity
utilization compared to the nominal schedules, while maintaining the completion date
of all tasks included in the nominal schedule.
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The individual procedures included in the algorithm have been developed in such
a way that it is possible to later implement them using typical high-level programming
languages and, as a consequence, to build a tool in the form of a computer program
implementing the task scheduling process for hybrid production.

The implementation of the developed algorithm may not only enable the hybrid
production planning process, but also has a positive impact on increasing the use of the
company’s production capacity and may enable an increase in the supply of products
while maintaining the deadlines resulting from customer orders. Moreover, the developed
algorithm does not require a time-consuming schedule optimization procedure.

The developed method is a new approach to the problem of scheduling MTO-MTS
hybrid production in relation to the solutions previously presented in the literature. The
developed algorithm is characterized by a high degree of universality and can be a starting
point for further research on the problem of task scheduling for hybrid production.
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